VYSOKE UCENI TECHNICKE V BRNE

BRNO UNIVERSITY OF TECHNOLOGY

STREDOEVROPSKY TECHNOLOGICKY INSTITUT
CENTRAL EUROPEAN INSTITUTE OF TECHNOLOGY

RENTGENOVA POCITACOVA TOMOGRAFIE VE
VEDNICH OBORECH

X-ray computed tomography in scientific fields

HABILITACNi PRACE
HABILITATION THESIS

AUTOR PRACE Ing. Tomas Zikmund, Ph.D.
AUTHOR

BRNO 2021



“It is strange that only extraordinary men make the discoveries, which later appear so easy
and simple.”
Georg C. Lichtenberg

ACKNOWLEDGMENT

| would especially like to thank prof. Ing. Jozef Kaiser, Ph.D. who gave me the chance to be
part of the laboratory and who has taught and supervised me for most of my carrier. Many
thanks also belong to all the members of the CT research group at CEITEC, who were always
working as a team which made me believe we could get further.

| would like to thank my colleagues from various research fields who contributed to this work
in any way and inspired me in doing the research.

Finally, | would like to thank my family for all the support and patience not only during the
writing of this thesis but also during my whole professional life. Many thanks belong to my
wife Mgr. Eva Zikmundova, Ph.D., who was the first opponent of this thesis and whose
contribution improved this work a lot.



ABSTRACT

This work deals with the implementation of the laboratory-based X-ray micro and nano
computed tomography technique in various fields related to the author’s postgraduate
research activities. It gives a brief overview of the computed tomography terminology and it
is partially focused on clarifying the basic terms which usually have several meanings or can
be misinterpreted in the literature. The second part introduces the author’s contributions to
selected scientific publications in the form of concise comments. These are divided into
methodology focused publications which extend the capabilities of this imaging technique and
application related publications where computed tomography acts as a tool to answer specific
qguestions in varied research fields.
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1.

INTRODUCTION

My doctoral study was primarily focused on the processing of image data of carcinoma cells
from a holographic microscope developed under the leadership of prof. Radim Chmelik at the
Department of Optics and Precise Mechanics, Institute of Physical Engineering, Brno
University of Technology. Thanks to his good relationship with prof. Alan Boyde from the
Dental Physical Sciences unit, Institute of Dentistry at Queen Mary University of London | was
given a great opportunity of a foreign internship. At that time, prof. Boyde obtained an older
X-ray computed tomography (CT) system Scanco Medical uCT 40 and asked me to perform
a CT analysis of a rat femur as a part of a drug experiment. This was my first encounter with
the basics of tomography and the first experience with CT measurements and CT data
processing. Although it was a different technique than the holographic microscopy it was still
connected to my Ph.D. topic through the image processing methods. Nevertheless, | became
so fascinated by tomography that | decided to deal with it further.

By a lucky chance, when | came back from the internship in 2013, the laboratory of X-ray
computed tomography was just being built in the frame of a newly emerging CEITEC BUT
Research Centre as an initiative of prof. Jozef Kaiser who had previously worked with
tomography in the Elettra Synchrotron Trieste (Trieste, Italy). The industrial CT system from
General Electric Company (GE, Waygate Technologies today) equipped with a microfocus
X-ray tube, a large protection cabinet and a flexible manipulation system was installed in Brno
with the idea to create a complementary system to a synchrotron device. Therefore, | met
with prof. Kaiser to express my enthusiasm for the tomographic technique and he gave me
the opportunity to become a part of the laboratory as an assistant of the first measurements.
After finishing my Ph.D. studies in 2014, | have finally started to work full time in the CT
laboratory, while establishing the first research activities and building a team of experts
around them.

The new technology has raised big expectations from the point of its introduction into the
research and development. However, a new laboratory that is being established from zero
needs to find its user community first. This was a challenging task since, at that time, the
capabilities and utilization possibilities of the CT system were not very well known yet.
Approaching potential users has been a completely new role for me and it took me on a long
journey of a CT possibilities presentation with the need to understand the problematics from
other scientific fields and to constantly adapt the analysis for their purposes.

A non-destructivity and a visualization of an internal structure make CT a very attractive
technique for unique samples and unusual topics. | have encountered a variety of exciting and
interesting studies from a wide spectrum of research fields. | believe there is no other
technology which provides such an application diversity and that is also why | have become
completely absorbed in this work. Furthermore, thanks to the biological projects our
laboratory managed to establish the international cooperation, e.g., with Karolinska Institute
(Sweden), Pasteur Institute (France) or University of British Colombia (Canada) and it
successfully fulfilled the expectations of the CEITEC consortium to interconnect life and
material sciences.

Nevertheless, the laboratory is devoted to address both the basic and the applied research [1].
Therefore, besides developing a cooperation in the scientific sphere, | have also strived to
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establish a cooperation with industry in the form of a contractual research. For this purpose,
| started to build a special team of experts working in a regime driven by the industrial needs,
like flexibility and a rapid operation. In several years, we have managed to build a highly
professional expertise and a long-term cooperation with many national companies and
international corporations. This helped not only with the financial sustainability of the
laboratory, but above all it brought us an extensive experience of a daily use of CT and of
working on various specific tasks. Nowadays, the laboratory often figures as a strategical
partner of various companies in the development of the CT systems and as a co-applicant in
national technological grants (like TACR TREND).

Another mission of the laboratory is to keep up with innovations, a constant improvement of
the technology knowledge and a modernization of current devices. For this reason, we have
wanted to collaborate with world’s leading CT system producers via a joint development.
This was very hard since the big producers usually already cooperate with renowned
institutions and us being a new small research group basically had no confidence at the
beginning. We have managed to achieve this only thanks to a long-term cooperation and also
by building a sufficiently strong team capable to offer some innovations to the producers.
Having the titles such as Application Laboratory of Rigaku, Application Laboratory of Thermo
Fisher Scientific and Testing Laboratory of Waygate Technologies, the laboratory is now
participating on a development of the tools improving the data quality, a verification of
metrological properties or a testing of the latest beta software.

All these activities, which we considered necessary to keep the equipment at a high level and
to build an excellent expertise at the beginning of the new laboratory, thus, also directed my
scientific career and they are reflected in the publishing activities. This work aims to introduce
and summarize my publications in the form of a commentary. | have divided the scientific
papers into two groups. The first one is dedicated to the methodological papers improving the
CT technology or imaging capabilities which are the results of cooperation with the CT
producers or of our own development. The second group refers to various applications of CT
motivated mainly by studies or projects coming from different research areas. | have also
aimed for an introduction of the basic terms of X-ray computed tomography and for
a determination of the categories of lab-based systems. This should help readers to become
well informed about the current state of lab-based systems and also with the clarification of
the terms which are often discussed, or the meaning of which is often interchanged.
The explanation of the tomographic reconstruction principle is not included as it is very well
described elsewhere in the literature [2-6].



2. AIMS OF THE HABILITATION THESIS

e Development of advanced methods of the CT imaging, the sample preparation, the data
interpretation, and the quantitative analysis which extends the possibilities of the CT use.

e Implementation of the CT technique into various research fields using the state-of-the-art
commercial CT devices and data analysis software.

e Alignment of the CT imaging implementation and development in the biology field



BRIEF OVERVIEW OF X-RAY COMPUTED TOMOGRAPHY

Terminology

Tomography is an imaging technique which is connected with two main merits
— a non-destructivity and a three-dimensional (3D) imaging - which establish its indispensable
position in many scientific and engineering fields. The word tomography is derived from Greek
words tomos, ‘slice’, and grapho, ‘to write’, and it simply means ‘a description in sections’.
In the literature, tomography, thus, denotes a set of multiple techniques regardless of using
different principles to obtain the sections.

For example, the focused-ion beam tomography (FIB) [7] uses a beam of ions to sequentially
mill the specimen while the newly exposed surface is scanned by electron microscopes.
The final output is a series of surface images. On the contrary, the optical coherence
tomography (OCT) is based on the phenomenon of a white light interferometry [8-10],
recording the reflection properties of the sample. The cross-sectional images are then
collected in various scanning depths. Another technique, which should not be forgotten, is the
magnetic resonance tomography [11] rather known under the shortcut MRI which stands for
the magnetic resonance imaging. This technique uses an external magnetic field and the
radiofrequency to realign protons. By acquiring the time of the realignment and the amount
of energy released the difference between tissues is defined in each section of the magnetic
field.

However, tomography is historically linked with methods based on the principle of Radon
transform [12] meaning that a two-dimensional (2D) section of the object is mathematically
computed from a set of radiographic images (projections) acquired around the sample.
To prevent the confusion and to clearly separate these methods, this type of tomography
should always be called a computed tomography or a computerized tomography (both
abbreviated as CT). The second expression resulted from the development of a modern
computer technology which made computed tomography feasible and enabled its
development and practical use.

Projection images can be obtained by different source-detector systems and this fact is usually
highlighted by another additional word in the name of the technique. Among such systems
there are: the electron tomography (ET) utilising a beam of electrons passing through
an incrementally rotated sample [13], the ultrasound computed tomography (ultrasound CT)
based on acoustic waves [14], the optical projection tomography (OPT) [15-17] using the light
transmitting through a transparent object, the X-ray computed tomography (XCT) [2], the
positron emission tomography (PET) [18, 19] or the single-photon emission computed
tomography (SPECT) [20, 21] detecting gamma rays generated by a radioactive tracer injected
into a body of a living organism.

X-ray computed tomography

The scope of this work is reserved for the X-ray computed tomography which | dare to
separate into two groups according to the utilisation and the construction, i.e. medical and
industrial. The medical CT is driven by the needs of a human patient, which means to decrease
the exposure time, to reduce the X-ray dosage and to minimize the blurring caused by the
patient’s motion especially due to breathing or the cardiac activity. The construction of the



system is designed for a high-speed rotation of the detector and the source around the
patient’s body. The patient is usually positioned into the system in the direction of the rotation
axis to get a complete volumetric imaging. The fixed detector-source distance and the given
size of the patient limit the resulting accuracy and detectability properties which are, however,
still sufficient for clinical purposes.

Compared to that, the industrial CT is meant to inspect lifeless and shape-stable objects,
therefore, basically the dosage is not limited, and the construction of the systems is adapted
to higher accuracy and stability. This is achieved by a fixation of detector and source positions
during the acquisition process and by a rotation of the sample. The resolution and accuracy
are then adjusted by positioning the object in a given cone beam geometry. These devices use
a geometrical magnification, which means that positioning the object closer to the source
gives a higher magnification, but a smaller field of view while positioning it closer to the
detector provides a bigger field of view with a lower magnification (see Fig. 1).

Flat panels consisting of a straight 2D array of pixels are the most widely used detectors. They
are often based on amorphous silicon photodiode arrays positioned behind X-ray scintillators
that convert X-rays into the visible light. The standard commercial flat panels have the
dimensions of 410 mm x 410 mm with a pixel size of 200 um x 200 pum (2048 pixels x 2048
pixels) and commonly withstand powers up to about 250 keV [22]. Nowadays even 16 mega
pixels panels with 4096 pixels x 4096 pixels at a pixel size of 100 mm x 100 mm are offered on
the market and optimized for even higher energies than 250 keV.

In comparison with the medical CT, the industrial systems use high intensity X-ray sources and
rather long scanning times. The accelerating voltage and the current of an X-ray tube control
the X-rays that are produced. The voltage (tens —hundreds kV) determines the X-ray spectrum
and the current (hundreds pA —a few mA) influences the X-ray intensity without changing the
X-ray spectrum. Both parameters determine the finite focal spot size of the X-ray which is
important for high magnification settings to avoid blurred images and the degradation
of resolution. Generally speaking, the focal spot size is smaller when a lower power is applied,
however, it limits the usage for denser materials such as metals.

Detector

Source

s

|

SSD SDD

Fig. 1: Typical industrial system consists of a stationary X-ray source, a flat panel detector and a rotatory table. SSD stands for
the source—sample distance, SDD stands for the sample—detector distance. U shows a geometrical unsharpness at the detector
with a linear pixel size p due to a finite focal spot size s (adapted from [23]).

CT in industry

Even though actual CT devices exist from 1960s, this technology only started getting into the
industry at the turn of the millennium. This is thanks to the development of their main
components which makes the system capable of a high-level accuracy of measurements and
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an acceptably low scanning time (approx. an hour). CT has emerged in the industry as
a powerful solution both for the dimensional and the material quality control in a single scan.
Gradually it has found its place in the non-destructive testing, the material analysis,
the dimensional metrology and the defect analysis both in the research laboratories and the
industrial companies within the last decade and the market is still growing [24].

The automotive industry where CT is mainly involved in dimensional measurements,
the research and the development, simulations of the reaction tests and the understanding of
car component failures is the leading segment with 52% of the market share [25].
The aerospace and aviation industry, which mainly inspects electronic sensors and rotor
blades is the second biggest segment with a 25% market share. The electronics industry shares
9% of the market using CT for the inspection of solder joints, bond wires, small motors,
batteries and electrical connectors. 7.4% of the market is shared by life-critical medical
devices, i.e. the surgical needles and implants checking. The remaining 6.6% is shared by other
industrial areas, such as foundry castings, and power generation. The global market registers
more than 10 key manufacturers of industrial CTs [26]: Waygate Technologies (former GE
Inspection Technologies), Carl Zeiss Insdustrial Metrology, Wenzel Group, YXLON
International, Nikon Metrology, North Star Imaging, Diondo — X-ray systems and services,
Werth Messtechnik, Bruker Corporation, RayScan Technologies, RX Solutions, Rigaku
Corporation, Shimadzu Corporation.

Fig. 2: Classification of industrial CT (adapted from [26]).

Classification

The industrial CT systems are usually marked by a specific term to enable a direct identification
of the system and its capabilities (e. g. micro-CT). While the classification given by Kastner
[27], perhaps a more complex and user-friendly one, helps to understand what spatial
resolution can be reached and what object size can be addressed by a particular system, there
is another option of the classification. It is strictly related to the parameters of the X-ray source
[26], i. e. the focal spot size and the accelerating voltage, as the focal spot size of an X-ray tube
is particularly important to determine the spatial resolution and the accelerating voltage
determines the maximum penetrable material thickness. However, such a sorting of the CT
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systems is approximate with no clear definition which is often abused by the producers to
increase the attractiveness of the product on the market (see Fig. 2).

Nano-CT systems are equipped with X-ray tubes with a spot size smaller than 1 um. They can
reach the resolution of hundreds of nanometres and they are characterized by a small field of
view. To provide the appropriate spot size small energies of the X-ray source (acceleration
voltage in the range 50 — 160 kV) are used. Nano-CT systems are suitable only for small
samples (less than 1 mm in diameter) and light materials, such as polymers or carbon
composites. These systems can also use detectors with a small pixel size (CCD or CMOS
technology) and add optical lenses (Rigaku Nano3DX) for magnifying the image onto the
detector plane (see Fig. 3). The term “nano-CT” is often criticized by the scientific community,
since in nanotechnologies the dimensions considered nano usually range from a few to
hundreds of nanometres maximum, nevertheless, this term is historically established in
commercial or industrial CT systems. To avoid misinterpretation the term “submicron-CT” may
be used. There are some systems providing a resolution in tens of nanometres, however, they
are connected with the synchrotron source and they are usually marked respectively (e. g. sCT
or SRCT) [27]. Among the lab-based systems, the ZEISS XRadia system is the only exception
providing a resolution under 100 nanometres by using a zonal plate [28].

(a) (b)

Fig. 3: CT components arrangement: (a) Conventional geometry using a geometrical magnification, (b) near-parallel beam
geometry (adapted from RIGAKU marketing materials).

Regarding the availability and applicability, micro-CT (or pCT) is the most widespread type of
the industrial CT systems with up to a 76% market share which made revenue of $76.7 million
in 2017 [26]. It has a focal spot size between 1 and 100 um and an acceleration voltage of 80
kV —300 kV. X-ray tubes with a tungsten anode and an adjustable acceleration voltage enable
penetrating most of the used non-metal and metal materials such as plastics and glass or
aluminium alloys, cast iron and steel, respectively.

Mini-CT systems have the X-ray focus spot size in the range from 100 um to 1 mm and
an acceleration voltage of 320kV - 450kV. It is characterized by a high stability and wide beam
angles. Key applications include electronics, food, pharmaceutical inspections, and the
industrial non-destructive testing.

The macro-CT uses X-ray tubes with a spot size above 1 mm and an acceleration voltage above
450 kV. These tubes are usually composed of two single X-ray tubes positioned opposite each
other (see Fig. 4), which doubles the acceleration voltage of the used tube, i. e. to 450 kV
(2 x 225 kV) or 600 kV (2 x 300 kV). Such sources are used to analyse big steel castings, nickel
alloys and concrete. However, due to a big spot size (above 1 mm) they do not provide a very
good resolution.

The last group of the systems uses a linear accelerator (linac-CT) with the acceleration voltage
of 1 MeV — 24 MeV and a focal point above 1 mm. With such parameters, the technique is
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applicable mainly in the analysis of large objects and dense materials, e. g. engine blocks and
big products of additive manufacturing.

Fig. 4: Scheme of a bipolar minifocus X-ray tube (adapted from[29]).

Voxel resolution vs spatial resolution

Among the characteristics expressing the accuracy of CT machines and the quality of the CT
data, the resolution is the main used parameter. If it is not specified, the term resolution
usually refers to the voxel resolution which, in tomography, is mainly given as a linear
dimension of the voxels. A voxel is a volume element in a regular grid of a 3D space. It is
an analogy to a pixel representing the value in a 2D space. Although a voxel is a volume
element and volumetric units (e. g., um3) should be, thus, used, also one-dimensional units
(e.g., um) are often used in the literature. In such case, a cubical shape of the voxel is assumed
and its dimension is defined by the dimension of the edge.

The voxel resolution characterizes the possibilities of a machine. It is calculated only from the
machine geometry, i.e. Vx = P/M, where Vx is a voxel size, P is a linear pixel size and M is
a magnification given by a ratio of the source-detector to the source-object distance (Fig. 1).
Thus, it does not reflect the possibilities of the machine regarding the detection of microscopic
features of the object or their detectability in the data. For this purpose, the spatial resolution
is being determined by various approaches. One of them uses a QRM (Quality Assurance in
Radiology and Medicine GmbH) Micro-CT Bar Pattern Phantom [30] which consists of two
perpendicular silicon chips with a bar and a point pattern with the diameters ranging from 5
to 150 um (Fig. 6(a)). The resolution is then determined based on the smallest distinguishable
pattern in the real CT data. Another option is to proceed according to the American Standard
Test Method - ASTM E1695-95 [31] and determine the resolution as a percentage from
a module transfer function of a measured circular object. The resolution depends on the used
method or the reference phantom and the details of its determination should always be
included.

The influence of the voxel resolution is demonstrated by the imaging of an aluminium alloy
turbine wheel which contains a crack in one of the blades. This blade was scanned with three
different voxel resolutions. Although the defect is less than 10 um wide, it could be captured
even with a three times worse resolution (see Fig. 5).
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(a) (b) (c)
Fig. 5: Aluminium turbine blade CT scans at (a) 70 um, (b) 30 um, (c) 7 um voxel resolution. Performed by GE phoenix v[tome | x
L240 and visualized by enhanced contrast in Volume graphics software. 3D render in the bottom corner shows scanned areas
of the turbine.

Quantitative CT

With the possibility to digitise both the inner and the outer structure of the object, one of the
aims of the CT analysis is to provide quantitative information, i. e. to numerically describe the
analysed object, to measure its dimensions, to define its inner structure or to quantify its
material composition. Due to different calibration approaches and the information obtained,
| would like to divide the quantitative CT (QCT) into a density-based QCT and dimensional-
based QCT in the following paragraphs.

The density-based QCT deals with the determination of the volumetric mass density of
an object from the CT numbers. This was first mentioned in relation with a medical
examination where it was used, e. g. to measure a 3D bone mineral density in a spine and
a hip [32], or to separately analyse a cortical and a trabecular bone [33]. For this purpose,
the intensities (or so-called CT numbers) in medical systems are given in the Hounsfield units
(HU) defined by the X-ray attenuation coefficient of water which is contained in the vast
majority of every organic tissue. It means that the water has a value of 0 HU, the air has -1000
HU, and bones have a value in the range of several hundreds to several thousand HU [3].

The micro-CT systems do not utilize the HU scale because, unlike medical CT, they are designed
for variable materials, using a wide range of voltages and spectra filters which makes the
system calibration very demanding. Furthermore, a micro-CT equipped with a large-area
detector uses a cone beam of X-rays introducing variabilities in CT numbers across the whole
dataset [34]. It means that the same material of an object appears with a slightly
different greyscale values depending on its position in the dataset. However, for example in
the micro-CT analysis of laboratory animal bones or in a mechanical stress simulation on bones
the knowledge of the material density is required. Thus, the micro-CT systems are calibrated
by a phantom including cylindrical inserts (Fig. 6(b)) of a known calcium hydroxyapatite
concentration and the CT numbers are recalculated to a g/cm?scale.
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(b) (c)
Fig. 6: CT phantoms: (a) CT slice of a bar pattern (adapted from [35]), (b) Hydroxyapatite composite for a bone density
calibration (adapted from [35]), (c) Ruby plate from Waygate Technologies (adapted from [36]).

The dimensional-based QCT refers to the industrial micro-CT applications associated mainly
with dimensional measurement [37, 38], the porosity [39], the fibre orientation [40] or other
morphological analyses. This type of QCT demands for knowledge of the voxel size true value
and for the suppression of the variability of all factors influencing CT measurements
(see Fig. 7). Nowadays, commercially available metrological systems can be found with their
properties verified in accordance with the only respected VDI/VDE 2630-1.3:2011 guideline
[41].

Such a CT system needs to be both consistent and accurate [2]. The consistency implies that
the CT data do not change if the same object is scanned over time and the measurement is
repeatable. Therefore, these devices work under strict air-conditioning conditions and voxel
size calibrations are performed regularly by reference phantoms. The calibrations, thus,
provide the traceability of the metric scale through the distances of ruby balls (Fig. 6(c))
measured by a tactile coordinate measurement machine. The accuracy is improved by
corrections of mechanical imperfections of CT components, e. g., by a precise determination
of the source-detector distance or by software corrections of the detector large-area
curvature [42].

Fig. 7: Main factors influencing the uncertainty of CT measurements (adapted from [43]).
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CT artefacts

Despite all the effort to make a mechanically precise machine, the CT data are still influenced
by the presence of tomographic artefacts [44, 45] which distort the reconstructed CT data by
streaks, shading rings and bands. It brings errors both to the density and the dimensional
guantification. Among the most frequently mentioned artefacts there are ring artefacts, beam
hardening artefacts, cone beam artefacts, metal artefacts and scatter radiation artefacts [37,
46].

Ring artefacts appear as concentric ring-like features superimposed on the displayed scene
and they degrade the resulting image (see Fig. 8(a)). They are caused by uncalibrated or
imperfect responses of individual pixels of the detector. Artefacts which are presented by
a non-uniform distribution of the intensities of a homogenous material, a so-called cupping
effect (see Fig. 8(b)), or by shadings between two dense objects are the demonstration of the
beam hardening. It is related to the use of a polychromatic X-ray beam which passes through
an object and gets attenuated at a different rate depending on a photon energy, i.e. low-
energy photons attenuate at a faster rate than high-energy photons. The use of a cone beam
negatively influences the structural information by blurring the edges of horizontal flat
structures. This phenomenon becomes more significant with the increase of the cone angle.
For this reason, it can usually be seen mainly at the top and the bottom of the reconstructed
volume (see Fig. 8(c)). This occurs because the cone-beam CT systems with a circular
acquisition trajectory do not fulfil conditions for an exact tomographic reconstruction, except
for the central plane of the cone. Scatter artefacts result in a high background signal and in
a general loss of contrast (see Fig. 8(d)). X-ray photons interacting with objects can deflect
from the original path. These scattered photons alter the detected signals which deviate from
an ideal measurement of the X-ray absorption. Metal artefacts are visible as dark stripes in
between the metal parts, and as bright stripes on the non-metal material (see Fig. 8(e)). They
occur when the signal from behind the highly absorbent parts recorded by the detector is
close to zero.

The recognition of the artefact type is one of the necessary skills of every CT operator. In some
cases, hardware strategies are applied to prevent or at least minimize artefacts occurrences
in the CT data. These strategies are based on a suitable sample orientation, the right settings
of the X-ray tube with the filter, the detector calibration, or a proper tomographic acquisition
process. They are adopted with regard to the specific composition, size and shape of the
object and also to the task of the analysis. The other artefact-eliminating approaches are
based on a post-processing of the reconstructed data, which means that mathematical or
image processing methods are implemented on the projection or the CT data to get rid of the
rings, streaks, double edges, non-uniformity or noise in the cross-sections.
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Fig. 8: Tomographic artefacts marked by arrows and a grayscale profile in equalized images: (a) plastic parts with ring
artefacts, (b) a steel tensile test sample with beam hardening artefacts, (c) a pack of CD discs with cone beam artefacts, (d) a
bronze vase with scattering artefacts, (e) a plastic part including metal pins with metal artefacts - bright stripes in plastic and
dark regions among the pins.
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EXTENDING OF THE CT IMAGING CAPABILITIES

This part of the work is dedicated to the commentaries of papers focusing on the improvement
of the X-ray micro- and nano-CT systems performance and their imaging regime. It discusses
advanced techniques which do not use an altered hardware of the CT station but which move
the limits of the scanning of challenging samples or enhance special applications based on
innovative sample preparations, special acquisition procedures or image post-processing
methods.

One of the advanced techniques is the phase contrast imaging (PCl) which is used for the
imaging of X-ray low absorbing samples, such as fine polymeric structures, light material
composites or organic soft tissues. This phenomenon is very well known from synchrotron
devices [47, 48] using the X-ray coherency, a high flux and long sample-detector distances.
Despite employing polychromatic and much less coherent X-ray sources, the PCI has become
available on the lab-based CT systems in the form of the propagation-based imaging. This
method is the simplest implementation of PClI which does not require any additional
components such as Talbot-Lau grating [49] and which only requires a sufficiently prolonged
source-detector distance. The change of a phase is detected in the intensity image in the form
of an edge enhancement. The amount of the phase change is then calculated by a phase
retrieval algorithm [50] which practically removes the edge enhancement and increases the
contrast in the CT data.

This phenomenon was studied on a Rigaku Nano3DX nano-CT system which is a part of the CT
laboratory portfolio at CEITEC. This device is a unique system using optical magnification,
a small effective pixel size (270 nm) of CCD, a high flux X-ray tube with a rotatory target and
a selectable X-ray spectrum of Cr, Cu or Mo material. It uses a near-parallel geometry
(see Fig. 3). This arrangement is close to the properties of a synchrotron device and PCl is,
thus, reachable more easily than with the standard lab-based systems. In this article [I] we
have formulated a combination of three criteria to theoretically evaluate any system capability
to get a propagation-based PCI. These criteria serve to check the near-field imaging regime,
the degree of coherence of the system and the avoidance of the geometrical unsharpness.
We determined specific settings to enable the Nano3DX to reach PCl and these settings were
consequently verified by real measurements performed at given critical settings. A carbon
fibre-reinforced polymer with a fine structural composition was chosen for this experiment.
The quantitative evaluation of the PCl impact was performed on the original edge-enhanced
data as well as on the data processed by the phase retrieval algorithm.

Nevertheless, to a lesser extent PCl is also reachable on standard CT devices equipped with
a flat panel detector and a polychromatic micro—focus X-ray tube. We tested these properties
by a HeliScan MK1 micro-CT device from Thermo Fisher Scientific [51]. When using this system,
PCl is even more challenging since it uses a wide cone (>60° angle) to obtain a higher flux of
the X-ray beam. On the other hand, it uses an iterative reconstruction with an auto-focus
algorithm [52] which improves the quality of the reconstructed data by correcting the
geometrical distortion of the projection images [53]. Although this system does not allow
increasing the source-detector distance too much which is one the assumptions to reach the
PCl, a small edge-enhancement phenomenon has been recorded in the data. In the article [ll],
we tested the selected configurations of the system on real measurements of a similar carbon
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fibre-reinforced polymer as in the previous work. The image improvement before and after
the phase retrieval was quantified. These experiments were used for an implementation of
PCl on Heliscan to visualize the polymeric hydrogel and to analyse its spongy structure in 3D.

Another trend in CT is to correlate the 3D data with 2D images acquired by surface imaging or
analytical techniques. The correlation is used for a standardization of the CT data post-
processing, a combination of structural and material information to get a more complex
sample description or a verification of the CT data information. In this area, we presented
a method combining the micro-CT data with an elemental map to acquire the spatial
distribution of selected materials and their volume [lll]. This perfectly fits the needs of
a geological analysis. The elemental map was performed by the laser-induced breakdown
spectroscopy (LIBS) [54] which offers the benefits of an on-line analysis in the air at the
atmospheric pressure, with little or no need of a sample preparation and virtually with
no limitations regarding the sample size. The published method connected the data acquired
by both techniques through one appropriate flat surface created by cutting and grinding of
the sample. At first, the sample was digitised by CT and LIBS was then applied on the surface.
This procedure ensures that the top CT slice of the object corresponds to the LIBS map, thus,
no advanced techniques for seeking the right section in 3D are needed. Several image
processing steps were suggested to unify the different data character enabling the assignment
of the elemental map to the grayscale CT slice. The assumption for this approach is that all the
materials present in the sample are contained in the mechanically prepared surface.
This procedure was applied to copper—nickel ores from the northwest flank of the Triassic
basalt trap formation of Siberia because of their chemical heterogeneity and their different X-
ray absorption properties.

The correlative approach was also used for a porosity analysis of metal samples presented in
[IV]. In additive manufacturing (AM) the quality of the process and final products needs to be
checked because the internal defects often appear and worsen the mechanical properties of
the parts. The porosity analysis by CT indicates the quality of the sample and helps to optimize
the production process. However, the porosity values may vary due to the CT data quality
fluctuation among individual scans and inconsistent procedures in the data processing.
Our method uses the microscopic image as reference data to choose the right pore
segmentation strategy for the CT data. The segmentation is based on a global thresholding
and either an automatic or a manual selection of the threshold value is influenced by several
aspects, such as the voxel size, the noise in the CT data, the operator’s experience, the
visualization setup and the character of the defects (shrinkage cavities, cracks, or an unmelted
powder). The microscopic image provides a higher resolution and a higher pore-material
contrast than the CT data and pores can be reliably segmented. By using the top CT section
which corresponds to the microscopic image of the sample surface the threshold selection for
the CT data can be determined. This way of the CT porosity calculation is then reproducible
and enables an objective comparison among the samples measured in a different time,
CT systems or laboratories.

Thanks to a non-destructive imaging of a complete volume of animal tissues at a micrometer
resolution, micro-CT has found an indispensable role also in biology. The accurate visualization
of 3D structures is used for comparative, functional, and developmental studies of the animal
morphology [55]. These studies are often performed on laboratory rodents such as mice or
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rats which have become a convenient model for studying various human diseases, treatment
procedures, injury regenerations or the embryonic development. The size of these animals
(tens of millimetres) also fits the micro-CT device well and allows reaching a sufficient
resolution (micrometre level) for an internal structure study. CT is a widely used technique in
the analysis of mineralised tissues like bones or teeth [56, 57] as they have a sufficient
absorption to reduce the intensity of the X-ray radiation generated by micro-CT systems. Soft
tissues like muscles, fat, tendons, blood or ligaments have a low absorption and they are
practically invisible in the CT data. This is usually solved by applying a contrast-enhancement
agent into the samples which, however, limits their use only to ex-vivo experiments.
The advantage is that various tissues can be differentiated in the CT data because they are
differently impacted by the contrast substances. Several contrast agents mostly based on
iodine, osmium or phosphotungstic acid (PTA) are used [55].

The tissue differentiation contrast is crucial for an organ recognition or a visualization of
specific structures within the organ. However, the result of contrasting depends on the
concentration of the substances, the application time, the sample fixation, storage media and
the age of the sample. We have been experimentally optimizing a contrasting protocol [V]
for a visualization of mouse brain structures. This was motivated by several studies involving
CT as a crucial tool, e. g. a brain tumour research [58], a study of the Alzheimer’s disease [59]
and a research focused on the damages caused by a stroke [60]. The tested protocols showed
a big variability in the resulting contrast of the image. The most contrasting and sharp edges
of anatomical structures were obtained by the iodine solution which also provided a fast
preparation of the sample. The micro-CT data were confronted with post-mortem data
obtained by MRI which is a widely used technique in this field. In the comparison of several
corresponding coronal sections the micro-CT data showed a considerably stronger tissue
contrast and a higher resolution. An isotropic voxel (in our case 6 um x 6 um x 6 um) in micro-
CT unlike a rectangular cuboid voxel (in our case 27 um x 27 um x 500 um) produced in MRI
enables an arbitrarily oriented section view. These benefits together with a 5 times faster
scanning time bring the micro-CT technique closer to a routine use in neurobiological
experiments.

The main advantage of the CT imaging is an ability to check the individual organs morphology.
Firstly, the organ must be segmented and extracted from over a thousand grey-scaled slices
while the method of segmentation needs to be set according to the presentation of the organ
tissue in the CT data. We have established a complete workflow [VI] for a 3D reconstruction
of a mouse embryo nasal capsule. This work was motivated by a craniofacial development
research (Laboratory of Prof. Adameyko, Karolinska Institute) which deals with shape changes
during initial skeletal formation and growth. The workflow contains the PTA-based staining
protocol and introduces the segmentation process and the advanced data processing for
creating a 3D model. Furthermore, the nasal capsule was printed up to an appropriately scaled
physical object using additive manufacturing. This allows an intuitive exploration and extends
observation possibilities of the samples by enabling, e. g. to view them from all sides, or to
sense the surface roughness and wall thickness. This feasibility study demonstrates that
a combination of CT and 3D printing presents a new dimension of the perception in biology.

Once the virtual 3D model is created, the question how to share and communicate it with
others usually comes up. It is challenging for all common computers and free software

19



platforms. Micro-CT files usually in the size of gigabytes cannot easily be transferred on the
internet and the 3D rendering requires a specific licenced software. For this reason, we have
provided a pipeline [VII] for an interactive visualisation and interpretation of the 3D micro-CT
data based on a 3D portable document format (PDF). This *.pdf file can be sent via an email
(having the size of a couple of megabytes), is readable across all operational systems using
a free PDF reader and it allows the operator to adjust the view of the 3D model using a
computer mouse. The pipeline is built on an accessible software which transforms a 3D surface
from the CT data into the 3D mesh geometry format. The 3D PDF document then allows
fundamental operations in the 3D space known from CAD programs, such as the
magnification, rotation, movement or visibility adjustment of individual parts. This approach
has completely changed not only the communication with the cooperative biologists, but it
has also enabled sharing a 3D content online via the data clouds of scientific journals.

The future of CT in the development biology is in obtaining a complete structural information
from a single measurement. This information helps for example to unravel the connections of
bones and muscles which are both part of the growth process of the animal. Another
considerable effort in the utilisation of CT in biology is to improve its resolution capability at
the level of cells. Both trends were dealt with in our methodological paper [VIII] focused on
the analysis of a re-developing salamander limb which is a key model organism for vertebrate
regeneration studies. A micro-CT measurement with a 2.5 um voxel resolution was used to
map the limb muscle sizes and shape together with a joint cartilage of three different stages.
The resolution was then pushed down to 1 um using the phase-contrast synchrotron X-ray
computed tomography (SYRMEP beamline, Elettra Synchrotron Trieste, Italy). This allowed us
to distinguish individual cells (so called chondrocytes) in the cartilage of the developing limb.
Open-source software such as Imagel or Pore3D as well as professional industrial modules like
fibre orientation analysis were proposed for the processing procedure. The cell number,
the density of occurrence, their polarization and zonal distribution were evaluated. For the
first time a complex view including muscles, the cells polarity and the cartilage geometry
together was obtained in a single 3D volume. The comparison of the synchrotron and the
micro-CT data suggests that with a further development such experiments should be feasible
using the conventional laboratory CT systems in the near future.

The improvement of the data quality by a correction of the tomographic artefacts is another
topic in the CT research. Ring artefacts are one of the most common type of the artefacts
discussed in nano-CT systems. Although the flat-field correction is commonly realized, many
of these artefacts remain. The micro-CT systems, thus, randomly shift the flat panel detectors
for each angular position during the acquisition. However, this is hardly applicable in the nano-
CT systems which are using detector pixels of a small size and the arrangement of an exact
detector shift is demanding. Therefore, an image-based processing method is the only option
of the artefacts correction. For this purpose, we have introduced a novel ring artefacts
reduction procedure [IX] which promises a complete removal of rings in the nano-CT systems
with a maximum image sharpness preservation. The procedure differentiates between two
types of ring artefacts in the image. Both the detection and the correction are then adapted
based on the appearance and the pattern of each type of the artefacts. Each type is addressed
separately in the sinogram domain which is beneficial for two reasons. The ring artefacts are
displayed in the form of stripes, which are easily detectable, and the detection procedure is

20



not negatively influenced by the tomographic reconstruction. The proposed procedure was
optimized and tested on different types of data (real, simulated), detectors (CCD and CMOS
cameras), and samples (polymer, glass) as well.
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APPLICATIONS IN VARIOUS RESEARCH FIELDS

In this part of the work, papers where CT was mainly applied as a means for answering
guestions from other research fields are commented. This does not exclude the use of
innovative methods, however, in this case the methodology is not the main focus of the
publications. Each paper is commented by a brief description of the research context,
the motivation and highlights of the CT implementation, and my contribution.

Developmental biology

The CT analysis was first included in the biological research in a collaboration with the
laboratory of Prof. Igor Adameyko (Karolinska Institute, Stockholm). The laboratory was
exploring the developmental processes responsible for the shaping of the face which is
defined in the embryonic stage and it depends on the clonal dynamics and the coordinated
and directional cells behaviour. Any defects in such cellular processes can affect the
developmental program leading to congenital defects. These processes are studied by a clonal
analysis, computer simulations, mouse mutants, and a microscopic imaging. Despite the CT
capabilities being far from looking at the cell dynamics, CT was involved in showing
morphological differences of the digitised faces by comparing the mutant (an organism with
a “knock out” gene, which is primarily used to understand how a specific gene influences the
general shape) with a wildtype embryo. These experiments were performed on mice as model
organisms for humans. In the study [X], the heads of 15.5 days old mice embryos were
contrasted by the PTA solution and scanned with a 5 pum voxel resolution. Simple
measurements of the face dimensions were performed in the micro-CT sections to quantify
its proportions. These proportions indicate that in comparison with the wildtype littermates
the mutant embryos have a short snout and a wider face which is also clearly visible in the 3D
reconstructions of the heads. This first contribution of our CT expertise in such a study lead to
numerous cooperations in the field of biology and initiated the development of an advanced
data analysis.

During the growth and shaping of the face cartilaginous structures are formed before the bone
itself. The lateral expansion of curved cartilaginous sheets and the control of cartilage
thickness are not connected in the growth mechanism [XI]. The geometry and the positioning
of the overall facial shape are mainly driven by the shape of the nasal capsule. Its formation
in the face is controlled by signals from the brain and olfactory epithelium [XII]. In both
studies, micro-CT analyses of multiple mouse mutants were used to assess changes in the
complete 3D anatomy of the face. The key point of a 3D reconstruction of the face is
a segmentation of the cartilaginous structure, which is distinguishable, however, not
sufficiently to enable an automatic segmentation. Therefore, in this case the segmentation
was performed manually by processing thousands of slices which was supervised by a skilled
anatomist. To quantify the reconstructed 3D models, a commercial software tool originally
designed for the industry was implemented to calculate the cartilage thickness in the overall
structure. Using another industrial tool, the actual-nominal comparison, the differences
between the mutant and the wildtypes were revealed and growth increments between
individual developmental stages were determined. To perform a correct shape comparison,
a strategy of a 3D model alignment was defined.
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Along with the cartilage, muscles and tendons which ensure the movement of organs are also
formed in the embryonic stage. To differentiate the muscle tissue from the other tissues of
the internal structure, the PTA-based staining protocol was used. Thanks to this procedure, a
CT analysis could be performed to investigate the shape development of extraocular muscles
[XI], which are crucial for a coordinated movement of the eyeballs and for a visual acuity.
The insight into the development of the muscle functional unit was gained by the comparison
of a wildtype and mutants with an ocular perturbation. All six muscles moving the eyeball
were segmented out. The segmentation had to be performed manually with the support of
anatomists as the fuzzy edges of muscles did not allow using any automatic procedure. The
reconstruction of a muscle group 3D model provided an overview of the muscle position and
their quantification. In comparison with the standard confocal microscopy which images only
muscles, the main benefit of CT is the imaging possibility of all tissues in one analysis.
Therefore, we could examine the attachment points of individual extraocular muscles to the
nasal capsule. Moreover, by also imaging the eyeball, the lens and the optic nerve in the 3D
context of the head, it was discovered that the eye of a mutant is in a lower position than that
of a wildtype sample. To quantify this difference, a software pipeline based on the fitting of
geometrical objects was invented.

Biology — diseases

The quantification of an internal structure of organs can serve to explore the manifestation of
a disease or to help its early detection. Our contrast enhanced CT technique was applied to
rodent models of Alzheimer’s disease [XIV]. This disease is associated with amyloid plaques,
small (~ 50 um), dense aggregates of proteins in the brain tissue which are supposed to be
playing a key role in the diagnostics and the evaluation of the disease progress. It was found
out that the iodine-based brain tissue contrasting provides a precise CT imaging of the
plagues. In our study, the CT measurement was focused on an isolated part of a rat brain
(3 mm in diameter) to reach the best possible resolution (a 3 um voxel size). The occurrence
of the plaques (represented by dark spots in the CT data) in the brain tissue of the diseased
animal was confirmed in comparison with a healthy brain. These spots were further validated
by a standard histological method. In order to precisely correlate the CT slice with
a histological section, we used the brain, which had previously been scanned on CT. In addition
to a common quantification such as the number, volumes and shapes of the plaques, we
qguantified also their relation to blood vessels and the mutual distance of the plaques using
commercial software tools to understand their patterning.

Another of our works related to a disease study dealt with Alagille syndrome which is a genetic
disorder that damages liver. The disease is manifested by abnormalities in the bile duct system
which are studied on animal models of diseases. A technique called double resin casting micro-
CT was developed for the purposes of this study [XV] which allows the insight into the
architecture of bile ducts together with blood vessels. The technique is based on filling both
tubular systems with radiopaque resins, creating a cast of the entire tree structure. One type
of the resin is injected into the bile ducts, and another one into the blood vessels. Thanks to
the different types of the resins, they show up differently in the CT data which makes them
easier to distinguish. A 3D analysis of both individual tree systems was designed to determine
branching points and to specify individual tubular segments according to the number of
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a branching generation. Each segment was quantified by its diameter, volume, length, and
tortuosity. To quantify the mutual interactions of these two tree systems several parameters
such as their surface proximity, the corresponding branching point distances and the length
ratios of the branches were proposed.

Animal physiology

In biology, CT is a widely used technique thanks to the analysis of bones and teeth, where no
special preparation is needed and their natural X-ray absorption contrast is used. This was
utilized in the exploration of a chameleon dentition [XVI] which is characterized by a unique
fusion of teeth with the jaw bone and their junction along the jaw. This makes the dentition
very stable, and it prevents individual teeth from falling out. CT was used to study age-related
changes in a hard-tissue morphology with a focus on the tooth—bone fusion area during the
first days of the chameleon’s life. Special tools of a commercial software were used for the
detailed exploration of the teeth. With these tools, the 3D jaw model was clipped following
the curvature of the jaw for the purpose of visualizing all teeth together in a cross-section.
They also allowed picking a transverse cross-section of each tooth plane perpendicular to this
curvature to keep the same view on the teeth. The 3D rendering also showed a varied shape
of the teeth along the jaw in accordance with their different functions of food processing.
Lastly, the internal tooth cavities were visualized in 3D. This showed that the dental channel
sizes and distribution decrease with the increasing age until they completely disappear.

Analytical chemistry

In our work focused on a LIBS depth profiling method [XVII] which enables the investigation
of the interface of multi-layered samples, micro-CT served as a calibration tool. Without
further destructive sampling, the most critical and challenging task in LIBS depth profiling is to
convert the number of applied laser pulses into the depth of the created crater. With this
knowledge, it is possible to determine the depth of the interface and the thickness of
individual layers. The LIBS depth profiling was performed on a glazed fragment of
archaeological ceramics where the glaze layer (containing lead) was easily distinguishable
from the ceramic matrix (lead-free) by micro-CT. Several ablation craters were created with
a pre-defined increasing number of pulses to determine its relation to the depth of the created
craters and the ablation rate. The crater area was scanned with a resolution at a micrometre
level, and both the glaze layer thickness and the total depth of the narrow craters of a conical
shape were measured. Enabling the measurement of these two characteristics is an added
value of CT in contrast with commonly used methods such as the optical profilometry,
the confocal microscopy or the contact profilometry.

Meteorology

CT has also proved its important role in a non-destructive exploration of extra-terrestrial
materials, the appearance of which is rare on Earth. Meteorites falling through the Earth’s
atmosphere are the example of such a material. The CT measurement of three meteorites
found in a predicted area of Zdar nad Sazavou (Czech Republic) in 2014 was performed [XVIII].
The common task for CT is to characterize the internal structure, to digitise the shape for the
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meteorite flight simulation and to specify the volume of the piece which is important for
a bulk and grain density calculation. One of the meteorites was cut in half for the purposes of
a scanning electron microscopy analysis (SEM), which created an opportunity to show the
structural and material resolution of the state-of-the-art micro-CT based on the correlation
with SEM images. Furthermore, the natural porosity of the meteorite was distinguished from
the cracks related to erosion processes which helped to discuss the weathering changes after
the impact of the meteorite.

Geology

Another of our scientific contributions was motivated by the need of the civil engineering
industry to examine limestone as an important raw material of lime and cement. In the
process of limestone firing volumetric changes occur and cause a loss of compactness.
This phenomenon can be explained by the presence of fluid inclusions which are common in
natural minerals. The CT characterisation of the inner structure of limestone [XIX] focused on
the amount and the distribution of fluid inclusions determination was applied which could
help to predict the limestone behaviour during firing. To digitise the fine structure of the
limestone and to detect air cavities and fluid inclusions down to 1.3 um in diameter the nano-
CT system was used. The 3D render of these features was verified by the light microscopy as
a standard technique of fluid inclusions imaging. To understand the chemical composition of
the inclusions, a 3D material analysis was performed by SEM. Regarding SEM analyses, the CT
data were used to define the area also containing inhomogeneities such as Mg and Fe-rich
areas, in addition to the inclusions.

Restoration

The non-destructivity of a micro-CT analysis also makes it a very helpful tool for restorers.
Our laboratory was involved in an exploration of a 19t century treasure chest [XX] which was
subjected to a conservation and restoration intervention. As the chest was locked and the key
was missing, the inspection of a lock mechanism was necessary. The micro-CT measurement
of such a heavy object (60 kg) made of steel with the dimensions of 580 x 392 x 410 mm was
very challenging. A complete CT scan of the lock mechanism area situated on the lid of the
chest was performed. Although generally, massive steel parts introduce a low quality into the
CT data due to tomographic artefacts, in this case it was possible to read the edges of each
component and to reconstruct a 3D virtual model of the lock mechanism. A consequent
exploration of this model revealed damages of the mechanism and helped to understand the
procedure of the chest opening and to obtain the dimensions required for a new key copy
manufacturing.

Food industry

The mechanically separated meat (MSM) is often used as a raw material of meat products.
It reduces the price of the products, but its presence often degrades their quality as MSM is
acquired by cutting off a bone using machines, therefore, it contains a considerable amount
of a bone marrow, cartilages and bones. In our paper, CT was introduced as a new detection
method of mechanically separated meat based on the detection of bone fragments [XXI] on
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the example of a cooked meat product (a salami) containing 50% of MSM. Bone fragments are
easily identifiable thanks to their high contrast compared to the soft tissues. This was validated
by the comparison with a histological analysis. For a feasible correlation of a microscopy image
with a corresponding CT slice a small piece of salami embedded in paraffin was scanned,
a 4 um top layer of which was sliced for the histological analysis. This comparison
demonstrated the advantages of CT, e. g., a short analysis time and a non-destructivity, which
suggest its potential use for the common examination of final products.

Additive manufacturing

Additive manufacturing, or 3D printing, is a unique technique of producing parts with internal
cavities or lattice structures which are impossible to produce with the standard techniques
such as machining or casting. CT has become an established method of testing and analysing
the additively manufactured parts. Our team was involved in a study dealing with a fabrication
strategy of aluminium alloy thin struts made by a laser powder bed fusion technique [XXII].
The struts are part of the lattice structures the use of which leads to the reduction of the
weight of the final product, the energy and the manufacturing time needed. However,
the effort to minimize the strut diameter puts more demands on the quality in terms of surface
roughness and porosity because these can significantly change the mechanical properties of
the whole lattice structure. In this work, CT was incorporated to the quality control by using
a 3D porosity analysis, which also revealed the distribution of pores, their sizes, and shapes.
This information helped to understand the formation of pores and to evaluate the process
parameters such as the laser speed, the laser power, and the input energy to the current layer.

Tissue engineering

The CT porosity measurement is also valuable for the characterization of foamlike porous
structures. They are characterized by an open, interconnected network of pores. In tissue
engineering, these structures are called scaffolds and they serve as a complex temporary cell-
supporting material. They mimic both the biological and the mechanical properties of the
original extracellular matrix. The scaffolds should fulfil the requirements not only for a suitable
porous morphology, but also for the biocompatibility and the degradability in a biological
environment. Our laboratory was involved in several studies with such a design using CT as
a morphological analytical tool. Various materials with various purposes, e. g.,
a hydroxyapatite scaffold for bone regeneration [XXIlI], a hydrogel for a cultivation of human
oral mucosa stem cells [XXIV], and a cryogel as a support for a proliferation of human dental
pulp stem cells [XXV] were studied. The CT scanning strategy was adapted for each
experiment to reach a sufficient resolution. In the case of hydrogel and cryogel, nano-CT with
a phase contrast imaging was applied and the sample size was reduced (down to 1 mm in
diameter) for the visualization of such a fine structure. Moreover, the sample was lyophilized
to achieve a better tissue contrast and to prevent any movement due to the drying proces.
The digitised 3D structure was carefully characterised by the total open porosity, the count of
the pores, the wall thickness or the specification of the most frequent pore size and
interconnecting pore window size. All these analyses were adapted from commercial software
tools of Volume Graphics or Avizo softwares.
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To better understand the behaviour of cells while interacting with 3D biomaterials soft
biopolymeric scaffolds seeded with stem cells were examined [XXVI]. The lab-based nano-CT
was introduced as a tool capable of visualizing stem cells in the whole volume of a porous
collagen scaffold in one measurement. By using a special staining protocol with osmium
tetroxide, a high resolution (a 540 nm voxel size) and a phase contrast imaging, it was possible
to see not only the cells on the scaffold surface but also those integrated in the inner structure.
These findings were validated by correlating a SEM surface image with a CT 3D render.
However, the segmentation of the scaffold and the cells CT data is sensitive to the selection
of optimal thresholding and it still makes the quantitative analysis challenging.

Last but not least, our laboratory also contributed to several studies only by digitising inner or
outer structure of samples without a further participation in the analysis. These studies
demanded an inventive approach in terms of, e. g., a sample preparation for the CT
measurement, a secure fastening of a valuable and unique sample or tricky CT machine
settings. The quality of the micro-CT data plays a big role in the assessment of a bone-implant
biomechanical interaction performance [XXVII]. In the case of this study, our laboratory
performed a measurement of a hydroxyapatite phantom simultaneously with a human
cranium sample. The phantom images were used to determine the bone mineral density,
which is an important input to create finite element models of a bone interacting with the
fixation-screw of a cranial implant. The simultaneous CT measurement of both guarantees the
same quality of the density calibration. Moreover, a mounting procedure of six long bones
together was come up with to make the scanning of a large amount of them cost and time
effective [XXVIII]. The mounting was made of a light material to preserve the original contrast
of the bone in the data. This procedure was used to digitise 86 non-adult femora and to
estimate the error of the methods in deriving periosteal and endosteal contours from
mid-shaft cross-sections.
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CONCLUSIONS

The habilitation thesis provides an overview of a scientific research work in the field of X-ray
computed tomography from the last 8 years. The work reflects the activities within the
laboratory at CEITEC Brno University of Technology (BUT), which was established from zero,
simultaneously with the establishment of the CEITEC infrastructure. The laboratory is using
the state-of-the-art CT systems of global manufacturers and the top professional
computational tools with the aims for a deeper insight into the principle of the CT devices.
It combines participating in the development of the devices through the position of
an application laboratory and gaining practical experience with CT measurements and the
data analysis via a daily-based cooperation with the industry. Students of various study fields
and degrees are involved in the research projects. All these aspects brought a unique set of
experience and knowledge which impacted the solutions of the research projects presented
in this work.

The CT technique is specific in its applicability in any scientific field, where the imaging of the
internal structure of the object is needed. Working with CT is, thus, predisposed to a constant
interdisciplinary cooperation, where it is necessary to understand the topic and synchronize
the possibilities of the imaging with the demands of the sample analysis. In this work,
the implementation of CT as a new technique is demonstrated in several areas. The obtained
data were mostly compared with standard microscopic techniques, which also allowed the
validation of the CT data. In some of the cases, the correlation of the data was directly used
to specify the region of interest or to obtain complex information about the sample. For this
purpose, the wide range of the in-house equipment of CEITEC BUT was used. Although CT has
no ambition to completely replace existing analytical techniques, it brings new important
information and the visualization of the internal structure. Therefore, it has established itself
very quickly among the commonly used tools.

The initial ideas of CT imaging improvement came from the work on these individual
applications and also from the cooperation with the CT manufacturers. The improvement
methods were mostly focused on achieving a high resolution, a better contrast, or on enabling
an automatic segmentation of the structure. Due to the impossibility of interfering in the
hardware of commercial systems, the effort was put into the influenceable steps, e. g.,
the sample preparation, the scanning method and the data processing. These steps were most
successfully connected in the field of biology, in which | see the greatest focus and impact of
my work. In my opinion, the success is based on a combination of mastering the preparation
of biological tissues (the contrasting protocol of soft tissues) and skilfully using professional
industrial tools (the CT device, the software, computing stations), which are two attributes
that usually do not occur together. In this sense, we managed to take advantage of the
potential of CEITEC's multidisciplinary background and the environment of a university city of
Brno.

In conclusion, the goals of the habilitation thesis were completely fulfilled. Within a few years,
our laboratory has earned an international reputation and the CEITEC BUT can be classified as
one of the major institutions in Europe involved in the development of the X-ray computed
tomography.
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In my future work | would like to focus on the current trends in the field of CT, i.e., the
characterization and improvement of CT devices for the metrology, the battery cells analysis,
the development of a dual-target CT method and the involvement of a high-energy CT based
on a linear accelerator in the industry and the material research.
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Propagation-Based Method of Phase
Contrast Imaging

Dominika Kalasova, Tomas Zikmund, Ladislav Pina, Yoshihiro Takeda, Martin Horvath,
Kazuhiko Omote, and Jozef Kaiser

Abstract—Phase contrast imaging (PCl) is used to extend
X-ray computed nanotomography (nCT) technique for analyzing
samples with a low X-ray contrast, such as polymeric structures
or soft tissues. Although this technique is used in many variations
at synchrotrons, along with the development of X-ray tubes and
X-ray detectors, a PCl becomes available also for laboratory
systems. This paper is focused on determining the conditions
for propagation-based PCI in laboratory nCT systems based on
three criteria. It is mostly employed in near-field imaging regime,
which is quantified via the Fresnel number. X-rays must reach a
certain degree of coherence to form edge enhancement. Finally,
the setup of every computed tomography (CT) measurement has
to avoid geometrical unsharpness due to the finite focal spot size.
These conditions are evaluated and discussed in terms of different
properties and settings of the CT machine. Propagation-based
PCI is tested on a sample of carbon fibers reinforced polyethylene
and the implementation of the Paganin phase retrieval algorithm
on the CT data is shown.

Index Terms— Characterization of computed tomography (CT)
system, laboratory-based X-ray computed nanotomo-
graphy (nCT), phase contrast imaging (PCl), propagation-based
imaging (PBI), X-ray nCT.

I. INTRODUCTION

-RAY computed nanotomography (nCT) is a nondestruc-
tive, 3-D imaging method used for analyses of the inner
structure of materials. This term is used for devices that
reach spatial resolution below 1um [1], [2]. Unlike X-ray
computed microtomography, these devices often have highly
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precise mechanical parts, advanced X-ray detectors with
additional optical units after scintillator and chips based
on charge-coupled device (CCD) or scientific complemen-
tary metal-oxide—semiconductor (SCMOS) technology. Conse-
quently, they are able to process special examination protocols
while maintaining a high resolution [3].

Phase contrast X-ray computed tomography (CT) imaging
methods [phase contrast imaging (PCI)] make possible the
imaging of samples with a low X-ray contrast, e.g., polymers,
biological soft tissues, or scaffolds [4]. PCI is utilized in
various fields in biology and medicine for imaging of small
animals and soft tissues [5]-[8] and in material science as
well, for example, in imaging of material discontinuities in
polymer composites composed of light materials with similar
attenuation coefficient [9]-[11].

The phase of an X-ray beam transmitted through mate-
rial is shifted due to its interaction with the electron
shells of atoms [12]. There are several ways of record-
ing this phase shift and obtaining phase contrast. X-ray
interferometry technique is based on the interference of
a reference beam with a beam transmitted through the
sample [13], [14]. Analyzer-based methods involve the reflec-
tion on the Bragg crystals, which filter different X-rays based
on their angle [15], [16]. Talbot-Lau grating interferometry
uses the self-imaging property of gratings to make the phase
changes visible [17]-[19]. Phase contrast can also be achieved
by using X-ray optics in X-ray microscopes [20]-[22].

When X-rays diffracted on inner structures of material
propagate through a certain distance, their wavefronts interfere
and form an inline phase contrast [23]. If a tomographic
setup is modified just by increasing the distance between the
sample and the detector, this phase contrast becomes visible
in the form of edge enhancement [24]. This approach is called
propagation-based imaging (PBI). For large sample—detector
distances (SDDs), multiple interference fringes appear,
which shifts the imaging toward the holographic regime.
The imaging regime is described via the Fresnel number,
as discussed in Section 1I-A.

In PBI, phase changes caused by radiation passing through
the object are transformed to variations of measured intensity.
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The task of retrieving information about the phase change
is solved by phase retrieval algorithms [25]-[27]. In [28],
phase retrieval approaches taking into account polychromacity
of laboratory-based X-ray source are shown. Nevertheless,
also techniques developed for monochromatic radiation would
still be appropriate if an average X-ray energy or the main
characteristic peak was considered [28], [29]. From an image
processing point of view, the application of phase retrieval
algorithm is necessary to obtain data with less noise and multi-
modal histogram, which would be easier to segment [24], [30].

PBI requires a high degree of coherence of X-ray beam;
therefore, the method is not only used with the syn-
chrotron radiation [31] but also with laboratory polychromatic
sources [32]. Development of materials, precise mechanics,
and electron focusing systems in laboratory X-ray sources
made the propagation-based imaging available on many CT
devices. Examples of edge enhancement via PBl with a
laboratory, polychromatic X-ray source have been reported on
various examples of fibers in the polymer matrix [33]-[35],
mouse lungs [36], liver tissue [37] or cochlea [38], or leaves
and insects [39].

Tomographic setup in laboratory-based PBI requires certain
conditions to be fulfilled [40]-[43]. Tomographic PBI is
usually done in a near-field regime to avoid the formation of
multiple fringes in larger SDDs, where the direct morphology
information is lost (this is referred to as a holographic or
far-field regime). This condition on SDD is quantified via the
Fresnel number [36], [44]. To observe edge enhancement on
structures of certain dimensions, an X-ray beam must reach
a sufficient degree of coherence. The coherence requirements
on the X-ray beam can be evaluated by the ratio of shearing
and lateral coherence length [23] (these terms are explained
in Section 11-B). Laboratory-based X-ray tubes produce an
X-ray cone beam with a finite focal spot size. When a
proper geometrical arrangement of components is not set,
the unsharpness from the finite focal spot size causes blurring
of edges of the sample [45].

Laboratory-based X-ray CT devices without additional
X-ray optics mostly employ geometrical magnification by the
cone-beam shape of X-rays: the sample is placed close to the
X-ray tube and projected to the large-area detector placed at
a longer distance [Fig. 1(a)] [46]. The small voxel size is
restricted by focal spot size, and therefore, for small voxel
sizes, small focal spot sizes are necessary. In another approach,
so-called inverse geometry [47]-[49], the sample is not placed
directly in front of the X-ray tube but the source-sample
distance is fixed at a relatively large distance compared to
the sample size. The detector is placed close to the sample,
so only a small part of the cone beam at the sample position is
used; therefore, it is considered semiparallel [Fig. 1(b)]. The
image is magnified by an optical system after scintillator. The
small voxel size is achieved by small pixels at the detector,
therefore, in this case, a high-power source with a large focal
spot size is acceptable.

In this paper, PBI with a laboratory-based nCT system is
studied. Theoretical conditions for PBI are stated. Based on
these theoretical assumptions, the limits of the nCT machine
for PBI are discussed and tested on several measurements
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a) T
Source Sample i
\Detector
b) —
Fig. 1. Different approaches in nCT systems. (a) Geometrical magnification

is reached by use of cone-beam X-ray. (b) Long source-sample distance is
used to achieve semiparallel X-ray beam at sample position and the image is
magnified by optical system after scintillator.
U
Source

) Sample «ikp
s

Detector

SSD SDD

Fig. 2. Formation of geometrical unsharpness U at the detector with LPS p
due to finite focal spot size s. SSD stands for source—sample distance and
SDD stands for sample—detector distance.

of carbon fibers reinforced polyethylene (CFRP) sample.
Moreover, the application of phase retrieval algorithm is shown
as a suitable postprocessing method for data acquired by PBI.

Il. THEORY

X-ray wavefronts passing through the sample are dis-
torted on samples’ structures proportionally to the phase shift
imposed by the sample. After propagating through a given
distance, they interfere to form Fresnel diffraction fringes [32],
[34]. In the image, this is visible in the form of edge
enhancement. The interference is influenced by the sample
to detector distance (e.g., imaging regime) and the degree
of X-ray coherence. These factors, together with limitations
following from finite focal spot size, are discussed in this
section.

A. Imaging in Near-Field Regime
For propagation-based phase-contrast imaging in paraxial
approximation, the imaging regime is characterized by the
Fresnel number Ng
2
a
=— 1
e 1
where a is the size of a feature of interest, A is the
wavelength, and the effective propagation distance zef =
SSD x SDD/(SSD + SDD), where SSD is the source—sample
distance and SDD is the sample—detector distance (Fig. 2).

Nr
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Fresnel number NF dependency on structural component of size a
Cu target
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Fig. 3. Analysis of conditions for near-field imaging for different SDDs according to (1). The imaging is not in near-field regime for Np <« 1.

L /Llat dependency on structural component of size a
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Fig. 4. Analysis of coherence requirements and for different SDDs according to (2). The degree of X-ray coherence is high enough to observe phase effects

at structures of given size a for Lghear/Ljat < 1.

The edge enhancement for the given feature size is pronounced
when Ng ~ 1 [36], [44], and from the obtained images,
it is possible to directly extract the morphological information
about the sample. For Nr « 1, not only edge enhancement
but also multiple fringes appear, and the real structure is no
longer recognizable. This is a so-called holographic, or for
very low Ng far-field regime.

To have the structures of the sample directly recognizable,
the holographic regime, e.g., large sample—detector distances,
should be avoided. In such case, in order to stay in the
near-field regime, Ng > 1 should be fulfilled for every
structure visible in the image. At the same time, the Fresnel
number should not be too large (Nr > 1) since for small
SDDs, the propagation effects are negligible and the results
are only absorption images.

B. Degree of X-Ray Coherence

The superposition of wavefronts for the formation of edge
enhancement occurs only if waves are coherent. In case of
X-rays emitted from the finite focal spot size, the spatial
coherence is given by lateral coherence length Ljgz = 4 x
SSD/s, where s is the focal spot size. Phase contrast is
formed between interfering waves from positions separated
by a shearing length Lspear = 4 x SDD/(Ma), where
M = (SSD + SDD)/SSD stands for magnification. The wave

100 um

Fig. 5. Tomographic slice of CFRP sample measured with LPS (0.54 um)
at source—detector distance 1.5 mm with Mo target.

has to have a sufficiently high degree of coherence over this
length to make phase contrast visible. Visibility of phase con-
trast is, therefore, characterized by ratio Lsnear/Liat [23], [29].

The X-ray beam is almost fully coherent if the ratio
Lshear/L1at < 1. In practice, the phase contrast fringes
occur also when the X-rays are partially coherent and their
visibility is improved with an increasing degree of coherence.
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100 pym

Fig. 6. Tomographic slice of the CFRP sample. Phase retrieval is applied on
the data measured with Cu target at the SDD 1.5 mm [reconstruction without
phase retrieval is in Fig. 7(b)].

The criterion for partial coherence can, therefore, be stated as

Lshear s x SDD
= <1 2
Lt a(SSD + SDD)

C. Geometrical Unsharpness due to Focal Spot Sze

In X-ray tubes, X-rays are always emitted from a finite area
called the focal spot. The resolution is restricted by the focal
spot size because at a given sample—detector distance, the X-
rays from the whole area of the focal spot start to form an
unsharpened spot of size U on the detector larger than pixel
size p (Fig. 2). To avoid this unsharpness, the conditionU < p
must be fulfilled. From the geometry of the system, this means

SDD

XS < p. 3)

I1l. MATERIALS AND METHODS
A. CT Equipment

PBI was studied on a laboratory-based nCT system
RIGAKU Nano3DX (Japan). The machine employs a geo-
metrical arrangement based on a long SSD [Fig. 1(b)]: the
SSD is fixed at 260 mm, the SDD can be varied between
0 and 50 mm. In this paper, two materials of rotating anode
were used: Cu and Mo, working at acceleration voltage 40 and
50 kV, respectively, with the focal spot size 73 and 150 um,
respectively, measured according to EN 125435 norm. For
further calculations, such as an X-ray wavelength, the corre-
sponding Cu Ka line 8 keV or Mo Ka line 17 keV was taken.
The machine is equipped with an XSight Micron X-ray CCD
camera with dimensions of 3300 px x2500 px and 0.27 um
pixel size. To achieve a larger pixel size, a binning parameter
b of value 1, 2, 3, 4, or 8 can be used (signal from (b x b) px?
is summed, thus the effective pixel size is larger).

B. CT Measurement

A light-element composite made of polyethylene matrix
reinforced with 15 %-20 % of carbon fibers (CFRP) was
chosen to demonstrate PBI.
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TABLE |

SUMMARY OF EXPERIMENTAL CONDITIONS OF CFRP MEASUREMENT
FOR A DEMONSTRATION OF PBI EFFECT AND VERIFICATION OF GEO-
METRICAL UNSHARPNESS RULE DESCRIBED BY (3). SDD STANDS
FOR SAMPLE-DETECTOR DISTANCE AND LPS STANDS FOR
LINEAR PIXEL SIZE

Target . L. Exposure
K SDD [mm] | Bin | LPS [um] | Projections .
material time [s]

Cu 0.8 1 0.27 1600 25

Cu 1.5 2 0.54 800 9
Cu 3.1 4 1.08 600

Cu 6.2 8 2.16 400 0.5
Cu 7.7 2 0.54 800

Mo 1.5 2 0.54 800 9

To show the varying amount of edge enhancement, the sam-
ple was measured at four different SDDs (Table I). For larger
distances, bigger pixel sizes were used to avoid geometrical
unsharpness. In this way, images for larger SDD are less
sharp but allow to decrease the exposure time and storage
place. For each pixel size, 80 % (determined to reflect possible
variations of real instrument conditions) of the maximum
allowed SDD calculated by (3) was used. Other acquisition
parameters (humber of projections and exposure time) were
adapted according to specified CT machine rules to achieve
optimum transmission and to avoid low signal and undersam-
pling. A measurement with linear pixel size (LPS) 0.54 um
was also performed at 400 % of the maximum allowed SDD
in order to show the geometrical unsharpness effect. For
comparison of different X-ray wavelengths and, therefore,
different degrees of coherence, the sample was also measured
with Mo target under the same conditions as with Cu target for
SDD 1.5 mm. Projections were reconstructed using VGStudio
MAX 3.1 reconstruction module.

C. Data Processing

The Paganin phase retrieval algorithm [50] implemented in
the ANKAphase software [51] was used on the data measured
with Cu target at the SDD 1.5 mm. The /4 ratio of values
in the index of refraction n (n =1 — § + i) was chosen as
780 for polyethylene [52].

The edge enhancement was evaluated on an averaged line
profile (pixels in 8 um area above and below the line were
averaged to reduce noise). It was specifically evaluated on
the edge of air and polymer matrix by calculating absorption
contrast value Caps and phase contrast value Cpyc according
to [33]

Imat — |bcg
(Imat + lbeg)/2
Imax — Imin — (Imat — lbcg)
Cphc =

(lmax + Imin)

where Imat, lbeg, Imax, and Imin are the mean gray values of
material and background and maximum and minimum gray
values in the line profile, respectively.
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Fig. 7.

Tomographic slice of CFRP sample measured at different SDDs with different LPSs according to Table I. (a) SDD 0.8 mm, LPS 0.27 um.

(b) SDD 1.5 mm, LPS 0.54 um. (c) SDD 3.1 mm, LPS 1.08 um. (d) SDD 6.2 mm, LPS 2.16 um. The line was used for generation of edge profiles in

Fig. 9.

Fig. 8.

Tomographic slice of CFRP sample measured with LPS (0.54 um) at source—detector distances (SDD). (a) 1.5 mm. (b) 7.7 mm. For this LPS,

SDD 7.7 mm does not fulfill (3) and in contrast with SDD 1.5 mm, the structures are blurred.

IV. RESULTS AND DISCUSSION

A. Theoretical Evaluation of Conditions for PBI

When performing tomographic experiments in laboratory
conditions, change of values of s, A, p usually requires altering
a hardware setup, whereas positions of the source, the sample,
and the detector can be adjusted more easily. In the case of
Nano3DX, it is possible to change the target material. SSD
is fixed and only the SDD value can be changed. Therefore,

in the following paragraphs, the results of calculations are
given for different SDDs and target materials.

For identification of the imaging regime, the graph plotting
Nr dependence on a feature of interest of size a (Fig. 3)
gives information about the approximate size of the structure
at which edge effect is pronounced at a given sample—detector
distance.

By substituting (1) into Ne > 1 and modifying the equation,
we obtain SDD (a2 — 1SSD) > —a?SSD. From here, for
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a > (1SSD)Y/2, the condition is always fulfilled since the
right side of the equation is negative. Value of (1SSD)Y/?2 is
6 um for Cu and 4 um for Mo target. The smallest features
that can be distinguished must have a minimum size of two
pixels, which is 0.54 um for the smallest pixel size, or larger.
Therefore, the imaging can be considered almost always in
the near-field regime, except the very small details measured
with the highest possible resolution. For large structures,
where Nr > 1, the effect of X-ray propagation becomes
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insignificant and the resulting images reflect only the absorp-
tion of the sample.

The ratio Lgshear/Liat determining the coherence degree of
X-ray is plotted in Fig. 4. The coherence requirements have
a high restriction on PBI since (2) is strictly fulfilled only
for structures larger than about 5 um for Cu and 10 um for
Mo target, depending on SDD. For rather small structures,
the degree of coherency is decreased and phase effects will be
less pronounced.
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TABLE I

CALCULATION OF MAXIMUM SDDsS (IN MM) WHICH
ARE ALLOWED TO AvOID GEOMETRICAL
UNSHARPNESS FOR DIFFERENT
LPSs ACCORDING TO (3)

Target\ LPS [um] | 0.27 | 0.54 | 1.08 | 2.16
Cu 1.0 1.9 3.8 7.7
Mo 0.4 0.9 1.8 3.6

The maximum values of SDD to avoid the unsharpness
according to (3) are shown in Table Il for different LPSs.
For example, in case of measuring with LPS 0.27 um, SDD
should not exceed 1.0 mm for Cu and 0.4 mm for Mo.
This condition must be verified before the beginning of every
measurement. To improve contrast between materials, it is
possible to increase the SDD to get a more pronounced phase
contrast effect even at the cost of the reduced resolution.

Using (1)—(3), it is always possible to determine the highest
possible SDD and estimate which structure sizes will have
edge enhancement fringes visible.

B. Imaging of CFRP Samples

In general, tomographic slices of CFRP (Fig. 7) show a
strong edge enhancement at borders between the sample and
the air. It might also be observed at carbon fibers to a much
lesser extent. When the SDD increases, the edge enhancement
becomes stronger and phase contrast increases, while absorp-
tion contrast does not change so rapidly (Fig. 9). Since an
increase of SDD is possible only with an increase of the pixel
size to fulfill the condition on geometrical unsharpness given
by (3), the resolution becomes lower and some small details
of the sample are no longer visible. Therefore, the calculated
increase in phase contrast is slightly underestimated.

For all SDDs, the imaging is in near-field regime according
to Fig. 3. The fibers have a diameter of 6-8 um. The lateral
dimension of the whole sample is about 600 um and the size
of air voids in the sample is in the range of 50-200 um. For
all these intervals Ng > 1, so none of those features is in a
holographic regime.

When SDD is set too big and therefore it does not fulfill the
condition of geometrical unsharpness (3), the image is blurred.
For example, CFRP measured with LPS 0.54 um at 400 % of
the maximum allowed SDD [Fig. 8(b)] is more blurred than
the same sample at 80 % of the maximum SDD [Fig. 8(a)].
This confirms that the geometrical unsharpness must be taken
into account whenever a laboratory cone-beam X-ray source
is used.

Measurement of CFRP with a different target material, and
therefore the characteristic wavelength, was made with Mo
target (Fig. 5). In the applied setup, Mo target has a larger
spot size than Cu target; therefore, the maximum allowed
distances due to geometrical unsharpness are, in general,
lower. Although in this case, the SDD exceeds this distance,
it was used for the experiment to have the comparison with
Cu target under the same conditions [Fig. 7(b)].

The histograms of both data have a similar shape
(Figs. 10 and 11) exhibiting only one peak. The contrast
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between structures with similar density (polyethylene matrix
and C fibers) is worse for the Mo target. Naturally, this is
an expected result since higher energy was used resulting in
lower contrast for such light materials. Edge enhancement at
matrix/air interface is still present, but to a lesser extent (edge
profiles at Fig. 10 compared to Fig. 11). This is evident also
from values of calculated phase contrast: Cpyc = 0.152 for Cu
target and Cpyc = 0.071 for Mo target. It can be explained by
the lower degree of partial coherence of X-rays emitted from
Mo target than from Cu target.

By an application of the phase retrieval on tomographic
data (Fig. 6), the edge enhancement was reduced compared to
the original data [Fig. 7(b)] as it is shown on the edge profile
(Fig. 11). The absorption contrast increased (Cags = 0.004 for
original data and Caps = 0.366 with phase retrieval) and the
phase contrast decreased (Cpyc = 0.152 for original data and
Cphc = 0.139 with phase retrieval), which is very convenient
for material segmentation.

The histogram (Fig. 11) contains several peaks correspond-
ing to different structures and allowing the segmentation of
different parts (air, matrix, and carbon fibers). Without the
phase retrieval, the histogram of data has only one peak which
makes segmentation very challenging. This is the reason why it
is sometimes useful to apply the algorithm also on data without
any strong visible edge enhancement, a further analysis is
easier on these data from the image processing point of view.

V. CONCLUSION

PCI extends possibilities of X-ray nCT to imaging of mate-
rials consisting of light elements with low X-ray absorption,
such as biological or polymeric samples. The propagation-
based imaging is a very popular method of PCI because it
does not demand any extra hardware setup and it is easily
available on laboratory-based CT systems.

In this paper, a method for evaluation of the capability of
a laboratory-based CT system of PBI is summarized. It is
based on a combination of three criteria—an imaging regime,
a degree of coherency, and geometrical unsharpness. By using
these principles, it is possible to determine specific settings of
the CT system where PBI regime is available.

The method is demonstrated on measurements of carbon
fiber reinforced polymer by the nCT system. A capability of
the system for PBI was tested at various critical settings. The
quality of results is evaluated based on edge enhancement
analysis. A phase retrieval was applied to the measured data
to emphasize the advantages of the propagation-based imaging
for image quality improvement.

This evaluation method proved capable of estimating the
suitability of a CT device for PBI using knowledge of machine
parameters. It is a useful tool for researchers developing X-ray
PCI techniques with a laboratory-based CT system.
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Wide-Cone Angle Phase-Contrast X-Ray Computed
Tomography of Synthetic Polymer Materials
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Tomas Zikmund

Abstract— X-ray phase-contrast imaging (PCI) is sensitive
to the phase shift of X-rays induced by the sample. This
is advantageous for low X-ray absorption samples, such
as polymers, biomaterials, tissues, and scaffolds. We show
propagation-based phase-contrast X-ray computed tomography
(CT) imaging [propagation-based imaging (PBI)] in a specific
configuration with the wide-cone angle (>50°), polychromatic
X-ray source, and a flat-panel detector. We demonstrate PBI on
measurements with a polymer composite. The experiments show
a tradeoff between high signal-to-noise ratio (SNR) acquisition
at very large cone angles and low-SNR acquisition at large
propagation distances. The degree of data quality improvement
by phase retrieval increases for high propagation distances.
We show the application of PBI on macroporous synthetic
hydrogels, which represents an important type of material with
a complex 3-D morphology in the field of polymer science. With
the use of the above-described experimental configuration, it is
possible to visualize the hydrogels and segment the structure of
the sample in tomographic data. The segmented sample can be
used for morphology characterization, such as the description of
internal space or determination of specific surface area (SSA).

Index Terms—Phase-contrast imaging (PCI), propagation-
based imaging (PBI), synthetic polymer materials, wide-cone
angle X-ray computed tomography (CT), X-ray CT.

I. INTRODUCTION

-RAY phase-contrast imaging (PCI) is a great imaging
modality for X-ray computed tomography (CT) sys-
tems [1]. It is sensitive to the phase shift of X-rays induced by
the sample, so the image contrast does not rely only on X-ray
absorption. This is advantageous for low-absorbing samples,
such as polymers, biomaterials, tissues, or scaffolds [2]-[6].
The phase shift induced by the interaction of X-rays trans-
mitted through the material with electron shells of atoms can
be used for contrast enhancement in several techniques of PCI.
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Interferometric techniques use beam splitters (crystals or grat-
ings) to divide the beam into two beams, an undisturbed
reference one and a one passing through the sample. When
these beams meet, they create interference patterns, from
which the phase shift can be retrieved [7], [8]. Alternatively,
analyzer crystals can be used to filter X-rays diffracted at
different angles [9], [10]. These methods require a high degree
of X-ray coherence. For this reason, they are mostly employed
with synchrotron X-ray sources.

However, PCI can be employed with polychromatic, much
less coherent X-ray sources emerging in the form of cone
beam from the finite focal spot. A very popular form of PCI is
Talbot-Lau grating interferometry [11], [12]. The setup uses a
self-imaging property of a diffraction grating. Disturbances in
the image of the grating induced by the sample can be used to
calculate the image of the sample. Laboratory setups equipped
with two masks with slits can be used for edge illumination
technique [13], [14]. The first mask is placed so that only a
part of the incident beam is used for sample illumination. The
intensity of the beam incident on the second mask in front
of a detector is attenuated, and its spatial position is shifted.
By scanning the sample with these masks, an image of the
sample is calculated. Phase contrast can also be observed in
X-ray microscopes with zonal plates [15]. Nevertheless, these
methods require the usage of X-ray optics additionally to the
original CT setup.

Propagation-based, or in-line, imaging (PBI) is the simplest
implementation of PCI and can also be implemented easily
for laboratory X-ray sources [16]-[18]. It does not require
any additional optical components in the setup, only the
change of the detector position to a longer distance than for
absorption contrast imaging. The phase of radiation passing
through the sample is varied with different thicknesses and
refractive index of a material. As the X-rays propagate after
the sample, the change of phase is transferred to the change
of intensity in the form of edge enhancement, which is
recorded at the detector. Amount of edge enhancement is
higher as the Laplacian and gradient of phase shift ¢ increases.
The relationship between intensity | (X, y) and phase ¢ (X, y)
of a monochromatic wave of wavelength A propagating
along the z-axis is described via the transport of intensity
equation [19]

Vo[ (X, y)V 2r 9
LI, YV (X, )] = T 22 (X, y)

where V, is applied in the plane x and y perpendicular to
the direction of propagation. This relation can be generalized
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for polychromatic spectrum, cone-beam setup, and optical
response of the detector [17], but the principal relation between
phase and intensity remains the same. This implies a stronger
phase contrast for higher propagation distances.

Data from PBI are processed with phase retrieval algorithms
to calculate the amount of the phase change the X-rays
developed during the interaction with the sample [20], [21].
In case of the above-described experimental setup for PBI at a
single distance in laboratory conditions, we use the frequently
applied Paganin algorithm [22]. It filters the image intensity
image in Fourier domain u, » and it depends on J and S values
of index of reftractionn=1—-45+ip

_ 0 pof _FOy)
T(X,y) = 27 In(]—‘ (%(uz o) +1)).

In a rough approximation, the strength of the filter increases
linearly with zp,.

PBI is influenced and limited by several factors on a
physical or mechanical basis. The formation of interference
fringes depends on the degree of X-ray coherence [17], [23].
Amount and appearance of the fringes are influenced by the
detector position [24]. At the same time, the intensity of
X-rays emerging from the focal spot follows the inverse-square
law: 1(x,y) o 1/7Z5 for the propagation distance z3. The
intensity, and therefore the signal on the detector, decreases
with distance. Thus, more noise can be expected in data.
The resolution of laboratory-based CT systems is limited by
the source focal spot of size [25]. All these factors
influence the possibilities of PBI of a given CT device [26].

Research on macroporous synthetic hydrogels is an impor-
tant field of polymer science. In biology, the porous water-
swollen hydrogels are used as so-called 3-D scaffolds for
the cultivation of cellular tissues [27], [28]. In technical
applications, the porosity in gels is highly demanded because
of gels sorption capability, an increase of gel’s internal surface,
and providing permeability to materials. Porous hydrogels
are used as well-defined substrates in chromatography in
analytical chemistry [29], [30] and as substrates in the removal
of water pollutants in waste-water treatment [31]. The spe-
cially designed porous hydrogel particles serve, for example,
as heavy metals scavengers from water, as the substrate for
enzyme immobilization in enzymatic pollutant degradation
technology, but recently also as the selective sorbents for hor-
mone disruptors removal. A very promising are the emerging
applications of hydrogels in water recovery [32].

In 2-hydroxyethyl methacrylate (HEMA)-based systems,
the phase separation induced during polymerization leads to
a special particulate morphology of nearly uniform, evenly
distributed, and connected hydrogel spheres spanning through-
out the whole sample volume [33]-[35]. Such particulate
structure is well known in the area of phase separation of
hydrogels and is sometimes called “spongy morphology.”
The size of spheres in water-swollen gels is approximately
4-8 um, and the 2-D micrographs from scanning electron
microscopy (SEM) techniques suggest that the structure is
bicontinuous [36]. However, despite many studies on the mor-
phology of the phase-separated spongy hydrogel mostly done
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with SEM or light microscopy (LM) techniques [37], [38],
little is known about the precise structural arrangement in the
space of the fused hydrogel spheres. Also, imaging methods to
obtain quantitative information on the pore volume fraction,
size and shape distribution of pores, or the internal surface
area in the spongy gels are still not available.

The visualization of morphology of synthetic polymer
hydrogels by microscopic techniques is a challenging task
in both 2-D and 3-D, despite all recent progress in micro-
scopic techniques. As the hydrogels can contain more than
90 wt.% of water, their morphology breaks down completely
when they are dried without any special treatment at room
temperature. In principle, microscopy of polymer hydrogels
can be carried out in the swollen state, frozen state, or dried
state.

From the point of view of image artifact (incorrect
visualization) minimization, the best option is the microscopy
of polymer hydrogels in their native, swollen state, when they
are fully submerged in water [33], [39], [40]. This can be
achieved by classical, wide-field LM, laser scanning confocal
microscopy (LSM), scanning probe microscopy (SPM),
environmental scanning electron microscopy (ESEM),
or phase-contrast X-ray CT. Nevertheless, all the techniques
mentioned earlier have their limitations; LM yields just 2-D
micrographs, which suffer from low resolution and low depth
of focus. LSM has slightly better resolution in xy plane
and gives 3-D-images, but the Z-range is quite limited.
SPM microscopy is unsuitable due to the limited range of
the probe in both xy- and z-directions. ESEM microscopy
(also referred to as variable pressure SEM or VP-SEM) of
polymer hydrogels is quite demanding, not completely free
from image artifacts, and yields just 2-D-micrographs. CT of
polymer hydrogels in the swollen state is extremely difficult if
not impossible due to the very low contrast between swollen
hydrogel and water.

Observation of the hydrogels in a dried or frozen state is
possible by means of SEM and cryogenic scanning electron
microscopy (Cryo-SEM) techniques [41], [42]. Both tech-
niques have sufficient resolution and improved depth of focus
in comparison with LM but yield just 2-D-images of the
3-D structure. It might seem possible to employ some of
the 3-D-SEM microscopy techniques. However, both serial
block-face SEM (SBF-SEM: physical slicing of a specimen
in the microscopic chamber) and focused ion beam SEM
(FIB-SEM: observation of the inner structure of a specimen
after etching with ion beam) fail due to unsuitable mechanical
properties of dried and/or frozen hydrogels (brittle, porous
structures). Therefore, the CT phase-contrast technique with
improved resolution represents an interesting alternative to
the SEM methods, as far as the visualization of complex
3-D-morphologies of dried synthetic polymer hydrogels is
concerned. The resolution of CT methods may be still below
the resolution of modern SEM microscopes, but the possibility
of 3-D-visualization is a significant advantage. In general,
freezing or drying of the hydrogels can cause serious image
artifacts, but according to our experience, in dried particulate
hydrogels (i.e., the hydrogels with spongy morphology formed
by interconnected spherical particles), the artifacts are not
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TABLE |

EXPERIMENTAL SETUP OF PBI EXPERIMENTS—TWO MEASUREMENTS AT
Two DIFFERENT PROPAGATION DISTANCES zp (SAMPLE-DETECTOR
DISTANCE). Zp = Yp — ¥s (Ys IS THE SOURCE-SAMPLE DISTANCE
AND Ys IS THE SOURCE-DETECTOR DISTANCE)

ys [mm]  yp [mm] | zp [mm]
5 300 295 ~ 300
11 719 708 ~ 710

critical, and the overall morphology is qualitatively preserved
although the structure may be isotropically shrunk [39].

In this article, PBI in configuration with wide-cone angle,
the polychromatic X-ray source, and a flat-panel detector
is shown. We demonstrate the phenomena on measurements
with polymer composite at different propagation distances and
apply a modified phase retrieval algorithm to improve data
quality. We discuss relations and tradeoffs between different
image evaluation parameters. The CT in configuration for
PBI and with high magnification is used for imaging of
polymeric hydrogel samples, where we show advantages of
CT as a 3-D imaging technique. Measurement of hydrogels is
complemented with and SEM to compare the CT results with
the results of commonly employed methods.

II. MATERIALS AND METHODS
A. Testing of Propagation-Based Imaging

Experiments with PBI were performed on a laboratory-
based CT system HeliScan microCT (Thermo Fisher Scien-
tific) with a tungsten filament and a wide-cone angle X-ray
beam. Helical space-filling trajectory with iterative reconstruc-
tion developed by Thermo Fisher Scientific was used [43].
To test different settings of PBI, a polymer composite with
carbon fibers (CFPC) was used. The carbon hollow rod with
fibers with approximately 2-mm diameter was filled with glue
and attached to the sample holder. The cracks in the rod create
a lot of air-sample boundaries, where edge enhancement is
visible. Different kinds of polymers in the sample have a
similar density. The small difference in densities of such light
materials results in low absorption contrast and high phase
contrast.

The main variable in the PBI is the distance between
the sample and the detector. Two CT scans were made at
two propagation distances z, (sample-detector distance) to
record and evaluate the edge enhancement (see Table 1)
while maintaining the voxel resolution. Both measurements
were recorded with 50-kV tube voltage, 100-xA tube current,
4-s exposure time, 1800 projections per revolution, and the
same linear voxel size 2 um. The phase retrieval suggested
by Paganin ( [22], commented in Section I) was applied to
the data.

Image evaluation was performed in MATLAB (The Math-
Works, Inc.) on a representative slice from the data set (see
Fig. 1). The edge enhancement was evaluated on an averaged
line profile on the edge of air and polymer (five pixels above
and below the line were averaged to reduce noise). The
following parameters, signal-to-noise ratio (SNR), absorption
contrast value Cags, and phase-contrast value Cpyc, were used
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Fig. 1.  Slice of carbon fibers polymer composite obtained via PBI. The
rectangle marks the area used in Fig. 2. The line was used for the generation
of edge profiles in Fig. 3.

as a figure of merit [24]:

Im':-lt

SNR = ———
|mat - |bcg
CABS = 0 1 N
(|mat + |bcg)/2
Imalx - Imin - (lmat - |bcg)
Cehc =
(Imax + Imin)

where Imat, loeg, Imax, and Imin are the mean gray values of
material and background and the maximum and minimum gray
values in the line profile, respectively. The ratio of the values
in phase retrieved and original images is called the gain.

B. Imaging of Hydrogels

Polymeric hydrogel scaffold was used to demonstrate the
advantages of PBI CT for characterization of material’s struc-
ture. The sample was prepared by free-radical crosslink-
ing polymerization of 2-HEMA monomer initiated by a
redox system composed of ammonium persulphate (APS) and
N,N,N,N-tetramethyleneethylenediamine (TEMED) at ambi-
ent conditions in the presence of water as diluent. HEMA con-
tained 0.07% diethylene glycol dimethacrylate (DEGDMA)
(bifunctional cross linker) and 0.44% of di(ethylene gly-
col) monomethacrylate. The water was used as diluent at a
level of 80 vol.-%, the rest of polymerization mixture was
composed of HEMA monomer, the crosslinker ethylenglycol
dimethacrylate (EDMA) at a level 0.1 and 4 molar % with
respect to both monomers (HEMA + EDMA), and the initiator
(APS/TEMED). The sample was then dried by lyophilization
(freeze drying) in the lyophilizator Gregor.
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300 mm

original

phase retrieval

Fig. 2.
The images depict detail indicated in Fig. 1.

Original
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Two measurements of carbon fibers polymer composite at different propagation distances z, (300 and 710 mm), original and with phase retrieval.

Phase retrieval

o -
®x = N e

Normalized intensity

o
o))

— 300 mm
----710 mm

10 20 30 40 50
Length [um]

Fig. 3.
(300 and 710 mm), original and with phase retrieval.

The sample was measured with the HeliScan microCT
device with space-filling helical trajectory. Based on the results
from previous PBI testing, the strategy for measurement of the
hydrogel was to exploit PBI as much as possible. This means

10 20 30 40 50
Length [um]

Line profiles (along the line in Fig. 1) for two measurements of carbon fibers polymer composite at different propagation distances zp

the long propagation distance ~ 727 mm (source-sample
distance was 4.101 mm and source—detector distance was
731.568 mm). This is also the setup with big magnification—
the voxel size is 0.78 um. Other imaging parameters are tube
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voltage 50 kV, tube current 100 uA, exposure time 16 s, and
1800 projections per revolution. The phase retrieval suggested
by Paganin [22] was applied to the data. The visualization
and pore space analysis were performed in VGStudio MAX
software.

For comparison, the sample was also imaged with the
LM DM 6000 M (Leica, Austria) and SEM Maia3 (Tescan,
Czech Republic). Final LM micrographs were acquired with
an extended depth of focus, and the final image was composed
of a series of images taken at different Z-positions of the
microscopic stage. The images were combined into the final
micrograph by means of dedicated software for automatic
image acquisition (Leica Application Suite (LAS) Multifocus
module; Leica, Austria).

I11. RESULTS AND DISCUSSION
A. Testing of Propagation-Based Imaging

The CFPC sample contains several kinds of polymers with
different densities (see Fig. 1). For the detailed view, a region
containing multiple materials, including the fibers in the outer
layer, is shown for all measurements in Fig. 2. The line profile
was evaluated on both data without and with phase retrieval
in Fig. 3.

The phase-contrast enhancement is visible in both mea-
surements. The data recorded at higher propagation distance
exhibit higher edge enhancement (higher Cpuc) and lower
absorption contrast (Cags) than at lower propagation distance.
This is supported by the supposed increase of phase effects
with increasing Laplacian and gradient of phase shift intro-
duced by the transport of intensity equation.

The SNR is, on the other hand, lower for high z, (high cone
angle). This is understandable since the flux remains the same
for both measurements and the intensity naturally decreases
with the distance. Thus, the noise is more pronounced at
high zp.

Application of phase retrieval on data increases SNR about
35%-45% and Cags about 120%-170%. The phase retrieval
transforms the phase contrast into “absorption” contrast in
the image, which is convenient for segmentation and further
processing (for each image, there is increased Cags and
decreased Cppc). Materials with similar densities are more
easily recognizable from each other. The differences should
be more significant at high propagation distances. Indeed,
a degree of data quality improvement by phase retrieval,
expressed by gain, increases for high zp,.

In general, data obtained at small z, have higher SNR and
absorption contrast than data obtained at larger z,, which
exhibit more phase contrast. Since the intensity decreases with
the square of the distance and using the simplification that
phase-contrast increases approximately linearly with distance,
we can deduce that there is an optimal imaging distance for
each type of sample.

For a very absorbing object, high-SNR acquisition at small
z,, is suitable. However, samples composed of light materials,
such as various polymer structures, have a different optimal
strategy. The phase shift of X-rays that they induce is much
more significant than their absorption compared with heavy
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TABLE I

IMAGE EVALUATION PARAMETERS FOR TWO MEASUREMENTS OF
CARBON FIBERS POLYMER COMPOSITE AT DIFFERENT
PROPAGATION DISTANCES zp

Zp 300 mm 710 mm
original 17 11
SNR phase retrieval 23 27
gain 1.36 2.45
original 0.48 0.30
CaBs  phase retrieval  1.05 0.80
gain 2.19 2.67
original 0.21 0.33
Cpuc  phase retrieval  0.11 0.25

materials. Using PBI and processing with phase retrieval will
give data with good quality for long propagation distances.
There are two main limitations to increasing the propagation
distance. The decreasing intensity means the need for higher
exposure times, and thus, the measurements will take a longer
time. Second, with high distance, the blurring due to finite
focal spot size can occur. With phase retrieval also lowering
the resolution, we must consider what resolution will be
sufficient for a specific case.

B. Imaging of Hydrogels

The polymer hydrogel sample was visualized via multiple
techniques to compare the CT imaging with methods that
are commonly used for this kind of samples—-LM and SEM
(see Fig. 4). The communicating pores of size on the order
of 10'-10% xm serve as channels to support the growth of
multicellular structure through the hydrogel, while the hydro-
gel matrix provides a biomimetic environment that enables
the transfer of nutrition and metabolites through a much finer
network of fine communicating pores on the order of 10°-
101 xm. The comparison of 2-D LM and 2-D SEM micro-
graphs suggested that the swollen microsized spheres of the
investigated hydrogel do shrink, but the overall morphology
and topology (i.e., mutual connectivity between the domains)
seems to be preserved.

The applied techniques provide the images of the sample,
but they have some limitations. LM is only a 2-D image of
the sample. The sample has to be prepared in a form similar
to a thin plate, so it is transparent enough for light. At the
same time, it suffers from a low depth of focus, so only a
thin part of the sample is in focus. In comparison with LM,
the SEM has improved focal depth and resolution. Although
SEM microscopy visualizes the 3-D structure of the sample
quite well, the outcome is still a 2-D image, where analysis
in 3-D cannot be performed.

A significant advantage of CT measurements is a big volume
of samples it can visualize, while the maximal field of view
in LM and SEM is usually limited to a few millimeters.
Moreover, during the LM/SEM observations of microscale
structures, the field of view is further decreased as we have
to increase the magnification in order to achieve sufficient
resolution. In the case of polymer hydrogels, the typical LM
and SEM fields of view are in the range of tens of micrometers.
In contrast, the diameter of the sample measured by CT with
applied resolution can be up to 2 mm, and with the use of
helical trajectory, it can have up to 10 cm in height.
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Fig. 4. Polymer hydrogel sample visualized by different techniques: (LM, extended depth of focus), SEM, slice from X-ray CT, and 3-D render
from CT data.

Fig. 5. CT slice of polymeric hydrogel sample. Left: clusters of white balls represent the structure of the polymer hydrogel. Right: size of internal space is
color-coded by the size of the pore.

The CT data in the form of a slice through the sample bulk volume (0.125 mm?), or specific surface area (SSA, ratio
exhibit lower spatial resolution in comparison with LM and between the sample surface and the bulk volume, in this case,
SEM, but they still allow the segmentation of the structure. it is 201.76 mm~1). The measurements of SSA by CT can be
The 3-D render of segmented structure results in a similar compared to measurements using gas adsorption [44].
image as from SEM, but it provides true 3-D information. The CT data can also be used for quantification and mor-
Once the structure is segmented in a given volume of sample, phology characterization of internal space within the hydrogel
it is easy to calculate the parameters describing the structure: structure (see Fig. 5, colors characterize dimensions of the
sample volume (0.052 mm?), sample surface (25.22 mm?), inner space). It is possible to evaluate the passability through
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the structure, i.e., to determine the size of the largest particle
that can travel through the structure. In this case, it is 8.96 um.
These key characteristics of the bicontinuous porous structures
cannot be obtained with any 2-D imaging method.

IV. CONCLUSION

Phase-contrast propagation-based X-ray CT is no longer
used only at synchrotron facilities but also in laboratories in
CT devices equipped with X-ray tubes. A significant limitation
in these setups for PBI is mostly an X-ray source, which
produces polychromatic, cone-beam X-rays from the finite
focal spot.

Here, we showed a laboratory propagation-based imag-
ing with wide-cone X-ray angle and a flat-panel detec-
tor. The phenomenon was demonstrated on measurements
of a polymer composite at two different propagation dis-
tances. The phase retrieval was applied to improve the data
by removing the edge enhancement and increase the SNR
about 35%-45% and the contrast about 120%-170%. The
phase contrast increases with the distance between the sample
and the detector, but SNR decreases with this distance. There-
fore, the optimal propagation distance to achieve good contrast
is application-dependent. The advantages and disadvantages of
absorption/phase contrast setups were discussed.

Based on these demonstration experiments, we show the
measurements of a polymeric hydrogel. It is an example of
light material with a complex 3-D morphology. With PBI,
it is possible to visualize the structure and reveal morphology
characteristics, which would be inaccessible with 2-D imaging
methods.

Demonstration of PBI as a useful tool for examination of
polymer materials can encourage scientists to perform their
experiments with laboratory CT devices.
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Introduction

Information about the spatial distribution and the volume of
elements and materials is highly demanded in many areas of
science and industrial applications. One of the areas where this
information is of high importance is geology. A decision about
the economic viability of a deposit can be done only based on
the knowledge about the volume distribution of selected
minerals within the ore. Moreover, the 3D structure of minerals
can help to understand the processes of formation of geological
deposits.

High-resolution X-ray computed tomography (HRXCT) could
be considered as the most common tool for an effective,
powerful and nondestructive 3D inspection of geological
materials." State of the art HRXCT systems enable a complete
visualization and quantification of the internal structure of
geological materials at scales down to the sub-micron level.>"*
Consequently, HRXCT becomes an extension technique and an
inseparable part to the traditional petrographic analysis. It is
applied in many disciplines of geoscience,” such as 3D pore
characterisation,®® 3D grain analysis,'®'* fracture analysis,*>**
multi-scale imaging," ore analysis,*>'® monitoring structural
dynamic processes,'”'® and fluid flow analysis."**°
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order to enable a comparison. Moreover, the volumetric information about individual materials within

Despite the fact that the X-ray attenuation is proportional to
the atomic number of the element, the HRXCT data don't show
right away the chemical composition. In order to get some
information not only about the internal structure but also about
the chemical composition of each distinguished mineral phase,
a certain analytical chemistry method has to be employed.

Some conventionally used methods for a chemical analysis
of geological samples are X-ray photoelectron spectroscopy
(XPS),2**> Auger electron spectroscopy (AES),** secondary ion
mass spectroscopy (SIMS),** Raman spectroscopy* and scan-
ning electron microscopy-energy dispersive X-ray spectroscopy
(SEM-EDX).>® Despite certain advantages of these techniques,
most of them present some drawbacks such as: need for some
sample preparation (e.g., polishing, conductive surface treat-
ment, etc.), requirement for vacuum conditions, analyzed
volume limitation, long acquisition time and high operational
costs. Laser-Induced Breakdown Spectroscopy (LIBS) is a good
alternative to the above-mentioned methods. LIBS enables us to
perform on-line analyses with a short turn-around time in air at
atmospheric pressure, with little or no need for sample prepa-
ration and with no limitations in sample size. The basic prin-
ciples and data processing of LIBS are described in greater
detail in ref. 27-29.

LIBS is able to provide a depth-resolved elemental analysis of
samples by applying repetitively a laser pulse onto the same
spot, and therefore the composition of layers under the surface
can be determined. The ablation depth and thus the thickness
of different layers can also be estimated***" (so-called depth-
profiling analysis). Moreover, it is possible to get a 3D
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composition of a sample by combining the depth-profiling and
surface mapping. Analogously to the HRXCT data, each slice of
the LIBS 3D chemical map is composed of volume elements.
The size of a volume element in a LIBS 3D map is given by the
diameter and depth of an ablation crater, giving spatial and
depth resolution.

The 3D elemental mapping using LIBS was demonstrated in
solar cell applications.**** The solar cells were ablated layer by
layer to provide a 3D spatial distribution of titanium, carbon,
silver and silicon®” and aluminum respectively.*® In ref. 34, this
approach was adopted for a 3D analysis of screen-printed elec-
trodes. In ref. 35, LIBS and LA-ICP-MS were combined to obtain
the chemical composition of a bastnésite mineral sample. The
utilization of femtosecond LIBS with the aim of getting a 3D
multi-elemental map of a Li-ion solid-state electrolyte material
was presented in ref. 36. In ref. 37 the authors employed double-
pulse micro LIBS in order to acquire both higher sensitivity and
spatial distribution of chemical maps. The measurement was
presented in three different samples — homogeneous, hetero-
geneous and layered metallic samples. A different procedure of
a 3D analysis was used in ref. 38. Catalytic converters were cut
into several slices obtaining maps of palladium and rhodium
distribution in each slice. The 2D chemical maps were then
combined to get 3D information.

Analyses from all the above-mentioned studies dealing with
3D LIBS elemental mapping achieved a satisfactory spatial and
depth resolution for mineral analysis. However, the reach of the
used methods is only several micrometers under the surface.
The only exception is the analysis described in ref. 38 where the
sample was sectioned. Moreover, all the above-mentioned
measurements lead to significant sample damage, or even
a complete destruction, which is in many cases undesirable.
Therefore we propose to connect techniques providing both
structural and elemental analysis. Similarly, in ref. 39 a double-
pulse LIBS (DP LIBS) chemical map and HRXCT data were used
to investigate the osteitis deformans phases in snake vertebrae.
The data from both techniques were not directly combined in
order to obtain 3D chemical information. In contrast, they were
investigated separately to study the decalcification and defor-
mation of healthy and pathological snake vertebrae.

This paper presents a possibility to utilize together the
HRXCT data and DP LIBS elemental map in order to acquire the
spatial distribution of selected minerals and their volume. To
the best of our knowledge, a combination of these two tech-
niques has never been used for obtaining this kind of complete
(structural and elemental) information.

Materials and methods
Sample

The studied sample is originated from the unique Talnakh
PGE-Cu-Ni sulfide deposit that is located on the northwest
flank of the Triassic basalt trap formation of Siberia. All metals
entered the basalts due to a remobilization (recycling) of ore
elements. The discovery of the Talnakh deposits with high-
grade sulfide ores confined to the base of Early Triassic thin
(150 m in average) sill-shaped bodies of the giant Siberian traps
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significantly influenced the concepts of the origin of magmatic
copper-nickel ores. The world's leading scientists are interested
in the Talnakh as well as in the associated Norilsk deposits due
to the uniquely giant sizes of ore bodies, their assumed asso-
ciation with the young Mesozoic basalt traps, and the fact that
all other large known deposits of copper-nickel and platinum
ore deposits in the world are much older and associated with
giant Proterozoic ultramafic-mafic intrusions.

The sample was chosen not only because of its heterogeneity
from the chemical point of view (the sample comprises different
elements and minerals) but also because of X-ray radiation
attenuation. The sample comprises four separate rocks which
were placed into resin and polished for the subsequent
geological analysis (see Fig. 1).

High-resolution X-ray computed tomography

The 3D tomographic data result from a set of X-ray images
(projections) of the sample. These projections, acquired from
different angles of view over a 360° turn, are used in tomo-
graphic reconstruction to generate virtual cross-sections of the
sample (slices).* Each tomographic slice represents a certain
sample thickness and is composed of voxels (volume elements).
The gray levels in a HRXCT slice correspond to X-ray attenuation
which reflects the proportion of X-rays scattered or absorbed as
they pass through each voxel.** X-ray attenuation primarily
depends on the X-ray energy of the source as well as on the
density and atomic number of the material.

The HRXCT analysis was performed using a GE
phoenix|X-ray tomography system v|tome|x s, equipped with
a 240 kv/320 W maximum power microfocus X-ray tube. To
achieve the smallest tube spot size, it was necessary to keep
X-ray energy as small as possible. For this reason, no filter was
installed in the beam path. The HRXCT scan was carried out at
220 kV acceleration voltage and 65 pA X-ray tube current. The
linear voxel size of the obtained volume was 14.8 pm. A total
number of 2400 projections were taken over a 360° range at an
integration time of 1000 ms. The images were projected onto
a high contrast digital array detector DXR250 with 2048 x

Fig. 1 The rocks were placed into resin to form a sample, and its
surface was polished.
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2048 pixels and 200 x 200 um pixel size. The HRXCT scan was
carried out in an air-conditioned X-ray cabinet (21 °C).

The tomographic reconstruction was realized by using GE
phoenix datos|x 2.0 with a sample drift correction, beam
hardening correction and no noise filtration. The 2D-cross
section imaging and 3D visualizations were performed with
VG Studio MAX 3.1 software.

Laser-induced breakdown spectroscopy (LIBS)

The orthogonal DP LIBS measurements were performed on
a commercially available device (Sci-Trace, AtomTrace, CZ)
equipped with an ablation laser (LQ529a, SOLAR, BY), operating
at the second harmonic (532 nm, pulse duration ~ 10 ns)
focused with a 32 mm focal length glass triplet (Sill optics, DE).
The beam of the second laser (Brilliant b, Quantel, FR), oper-
ating at the fundamental wavelength (1064 nm, pulse duration
~ 4 ns), was directed to the plasma using mirrors and a plano-
convex lens with a 40 mm focal length (Thorlabs, US). Both the
above-mentioned lasers are Q-switched Nd:YAG lasers oper-
ating at 10 Hz. The energy of the primary/ablation laser pulse
was 30 mJ per pulse, and the energy of the secondary/re-
excitation laser pulse was 110 mJ per pulse.

The LIBS plasma radiation was collected with a UV-NIR
achromatic collimating reflective system, CC52 (ANDOR, UK),
and transported by a fiber optic system (25 pm, Thorlabs, US)
onto the entrance of a spectrometer in echelle configuration
(Mechelle 5000, /A > 5000, ANDOR, UK) equipped with an
iCCD detector (iStar 734i, ANDOR, UK).

All devices were triggered with a delay generator (DG535,
Stanford Research System, US) and a specially developed elec-
tronic switch. They were controlled via a computer equipped
with control software. The time-resolved studies were per-
formed by controlling the gate width &y, the gate delay ¢4 and
the delay between the two pulses At. All these parameters were
optimized for the highest signal to noise ratio first and then
held constant throughout the measurement (tw = 16 us, tg =
1.5 ps, and At = 1.5 us).

View Article Online

JAAS

The sample was mounted on the stage with precision
movements inside an ablation chamber (AtomTrace, CZ).** The
size of the ablation spot was 50 pm, determined by using an
optical profilometer (MicroProf FRT, DE). Therefore, the spatial
resolution in both directions was set to 100 um. The measure-
ment was performed under ambient conditions at atmospheric
pressure.

Results and discussion

High-resolution X-ray CT sections

In the HRXCT data, Fig. 2, there are three easily differentiated
materials, ie acrylic glass (darker areas) embedding the
sample, a dominant mineral (middle gray level) and a metallic
constituent (the brightest areas). These materials' densities and
atomic constituents are significantly divergent, and therefore
they are represented by a good grey level contrast and they can
be segmented by a simple thresholding.* However, the data are
distorted by metal artefacts,” which are presented by brighter
and/or darker stripes in the surroundings of the metal pieces.
This phenomenon brings about a big overlap of the material
peaks in the histogram and makes the segmentation procedure
more challenging as it might lead to a data misinterpretation.

DP LIBS elemental mapping

The strategy of LIBS elemental mapping is to maintain infor-
mation about the coordinates (relative or absolute) of each
measurement. Then each pixel of the chemical map corre-
sponds to the intensity of the selected spectral line which is
represented by a color on the selected scale. The most common
case of elemental map patterns is a rectangular grid of equi-
distant points. The lateral resolution and the size of the
elemental map are given by the laser spot size and the number
of shots in each direction. The lateral resolution is limited solely
by the ablation crater diameter.

It is noteworthy that the LIBS measurement comprises
62 500 (250 x 250) spectra with an effective spectral range from

Fig. 2 CT top cross-section showing three different intensities in the sample and their position in the histogram of the CT data, i.e. |. region =
45 400, Il. region = 16 483, and Ill. region = 17 781 (averaged values from an area of 0.14 mm>).

This journal is © The Royal Society of Chemistry 2018
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200 to 850 nm. Manual identification of each element in such
a dataset is tedious. Hence, the spectra were automatically
divided into four groups, and only one representative from each
group was studied. The procedure of automatic spectra classi-
fication is described in detail in ref. 44 and 45 and also in our
previous work.*® One group was identified as resin and this
group was omitted from the further analysis. Three remaining
groups were searched for significant spectral lines representing
specific elements in each group; the respective elements were
copper, nickel and lead. The representative spectra for each
respective group are depicted in Fig. 3.

HRXCT and DP LIBS data combination

Since DP LIBS is a quasi-nondestructive method, the HRXCT
analysis has to be performed first. Then, the most significant
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plane for an analysis is identified for a consecutive chemical
mapping. To assign corresponding information from the
chemical map to the 16-bit grayscale HRXCT data, it is neces-
sary to find a HRXCT slice corresponding to the chemically
analyzed plane. We simplified the process for the purpose of our
feasibility study. Therefore the sample was cut prior to a HRXCT
scan. Consequently, we were able to relate the sample surface
used for the elemental analysis to the first cross-section
obtained from the reconstructed HRXCT data.

During a tomographic measurement the sample was tilted in
order to avoid the cone beam artefacts®” in the HRXCT data. For
this reason, the obtained data were registered into a new stack
of cross sections according to the plane of the sample surface.
Then, the first top cross section of this stack was considered as
the image corresponding to the 2D elemental map. The chem-
ical image and HRXCT top cross section were aligned in terms

Fig.3 Typical DP LIBS spectrum with the description of selected spectral lines (Cu 1 324.75 nm and 327.39 nm; Nil 352.45 nm and Pb | 368.34 nm

and 405.78 nm).

Fig.4 (A) Chemical map of lead — spectral line 405.78 nm and (B) tomogram top cross section. The orientation and size were adjusted. The spots
on the tomogram with higher density are white. The X and Y axes in both images are in millimeters and the intensities in the elemental map

represented in the color bar are in arbitrary units.
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Fig.5 (A) Chemical map of nickel — spectral line 352.45 nm and (B) tomogram top cross section with contrast enhancement. The orientation and
size were adjusted. The HRXCT image (B) shows a damage of the sample boundary due to metal artefacts (by an arrow) and the significant area
including nickel (circled area). The X and Y axes in both images are in millimeters and the intensities in the elemental map represented in the color

bar are in arbitrary units.

Table 1 Volume of selected mineral phases within the sample

Mineral Volume [mm?®]
The mineral phase containing Pb 32

The mineral phase containing Cu + Ni 1538

Total sample volume 1570

of rotation, scale and translation. The mismatch in the resolu-
tion and size of both 2D images (elemental map and HRXCT
cross section) was adjusted. The dimensions of the HRXCT

cross section (1690 x 1690 pixels) were compressed by a simple
recalculation to fit the dimensions of the DP LIBS map
(250 x 250 pixels). The distribution of lead, which is clearly
presented in both images, was used for this kind of alignment,
see Fig. 4. Finally, when both images were overlapped, the
elements from chemical images could be assigned to the grey
scale of the tomogram.

In Fig. 5A, the elemental image of nickel and in Fig. 5B, the
HRXCT top cross section with enhanced contrast is depicted.
Both images are already in the common coordinate system (the

Fig. 6 3D distribution of the mineral phase containing lead within the sample. (a) Top-view; (b) side-view; (c) front-top view.

This journal is © The Royal Society of Chemistry 2018
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same transformation as in the previous case was applied). The
distribution of nickel is clearly visible by a simple comparison
of both images - the position highlighted by a circle in Fig. 5B
can be used as an example. However, in some positions of the
HRXCT top cross section the nickel is hidden by the metal
artefacts caused by the presence of lead (see the position
marked by an arrow in Fig. 5B). These artefacts make an auto-
matic segmentation of the associated mineral phase nearly
impossible.

Volumetric information

The contrast level of HRXCT data allowed us to segment all
pieces of rock and the lead-containing mineral phase based on
global thresholding. However, the boundary of the sample had
to be corrected in areas where metal artefacts worsened the
quality of the obtained HRXCT data. The segmented data were
used to determine the volume (see Table 1) and 3D visualization
(see Fig. 6). The volume of the mineral phase containing lead in
the investigated sample was roughly 2%, excluding the epoxy
embedding. Although, the mineral phase containing nickel was
visible in HRXCT data (see Fig. 5B), this element could not be
determined correctly using global thresholding methods
because of a low contrast to the dominant surrounding mineral.

Conclusion

In this work, we demonstrated a possibility of the joint utili-
zation of HRXCT and DP LIBS in order to provide volumetric
information about the element distribution within a geolog-
ical sample. The DP LIBS elemental map of lead was manually
aligned and overlapped with the HRXCT top cross section.
Afterwards, elements from DP LIBS elemental maps were
assigned to the grey scale of HRXCT data. Then, the volume of
each mineral phase was calculated from all HRXCT slices. As
a final result, the total content of the mineral phase contain-
ing lead was estimated to be roughly 2% within all four rocks.
Despite the encountered challenges in the sample analysis
and data processing, the results obtained from our feasibility
study are promising for further implementation of both
techniques in the 3D elemental imaging of investigated
samples.

Despite some limitations in the contrast of mineral phases
in HRXCT, the joint implementation with DP LIBS provides
more complex information about the geological sample. Even
though the tomographic data are influenced by artefacts (dark/
light stripes and dissimilarities between consecutive slices), the
elemental composition depicted in the chemical map helps to
reveal some initially unnoticed structures. Moreover, a prelimi-
nary HRXCT mineral study could help to select the most
advantageous plane for the consecutive cutting and LIBS 2D
elemental mapping.

Conflicts of interest

There are no conflicts to declare.

1998 | J Anal At. Spectrom., 2018, 33, 1993-1999

View Article Online

Technical Note

Acknowledgements

This research was carried out under the project CEITEC 2020
(LQ1601) with financial support from the Ministry of Education,
Youth and Sports of the Czech Republic under the National
Sustainability Programme II and CEITEC Nano Research
Infrastructure (MEYS CR, 2016-2019). J. Ka and J. Kl acknowl-
edge the support of the Brno University of Technology through
grant FSI-5-17-4506.

References

1 D. R. Baker, L. Mancini, M. Polacci, M. Higgins, G. Gualda,
R. Hill and M. Rivers, Lithos, 2012, 148, 262-276.

2 S. ]J. Barnes, G. A. Osborne, D. Cook, L. Barnes, W. D. Maier
and B. Godel, Econ. Geol., 2011, 106, 1083-1110.

3 W. D. Carlson, C. Denison and R. A. Ketcham, Visual
Geosciences, 2000, 4, 1-14.

4 R. A. Ketcham, J. Struct. Geol., 2005, 27, 1217-1228.

5 M. Polacci, D. R. Baker, L. Mancini, G. Tromba and F. Zanini,
Geophys. Res. Lett., 2006, 33, L13312.

6 M. Voltolini, D. Zandomeneghi, L. Mancini and M. Polacci,
J. Volcanol. Geotherm. Res., 2011, 202, 83-95.

7 V. Cnudde and M. N. Boone, Earth-Sci. Rev., 2013, 123,
1-17.

8 O. Rozenbaum, Science of the total environment, 2011, 409,
1959-1966.

9 1. U. Bhuiyan, J. Mouzon, F. Forsberg, S. Forsmo, M. Sjodahl
and J. Hedlund, Powder Technol., 2013, 233, 312-318.

10 V. Cnudde, J. Dewanckele, W. De Boever, L. Brabant and
T. De Kock, in Quantitative Mineralogy and Microanalysis of
Sediments and Sedimentary Rocks, Mineralogical Association
of Canada (MAC), 2012, vol. 42, pp. 99-113.

11 G. A. Gualda, A. S. Pamukcu, L. L. Claiborne and M. L. Rivers,
Geosphere, 2010, 6, 782-792.

12 Z. Kalam, T. Al Dayyani, A. Grader and C. Sisk, World Oil,
2011, 232, 85-90.

13 R. A. Ketcham, D. T. Slottke and J. M. Sharp Jr, Geosphere,
2010, 6, 499-514.

14 R. M. Sok, M. A. Knackstedt, T. Varslot, A. Ghous, S. Latham
and A. P. Sheppard, Petrophysics, 2010, 51(6), 379-387.

15 J. R. Kyle, A. S. Mote and R. A. Ketcham, Miner. Deposita,
2008, 43, 519-532.

16 Y. Ghorbani, M. Becker, J. Petersen, S. H. Morar, A. Mainza
and ].-P. Franzidis, Miner. Eng., 2011, 24, 1249-1257.

17 S. Peth, J. Nellesen, G. Fischer and R. Horn, Soil Tillage Res.,
2010, 111, 3-18.

18 S. Hall, M. Bornert, J. Desrues, Y. Pannier, N. Lenoir,
G. Viggiani and P. Bésuelle, Géotechnique, 2010, 60, 315-322.

19 D. Wildenschild and A. P. Sheppard, Adv. Water Resour.,
2013, 51, 217-246.

20 R. A. Ketcham and G. J. Iturrino, J. Hydrol., 2005, 302, 92—
106.

21 K. Laajalehto, I. Kartio and E. Suoninen, Int. J. Miner.
Process., 1997, 51, 163-170.

22 R. G. Acres, S. L. Harmer and D. A. Beattie, Int. J. Miner.
Process., 2010, 94, 43-51.

This journal is © The Royal Society of Chemistry 2018


http://dx.doi.org/10.1039/c8ja00232k

Published on 03 September 2018. Downloaded by Brno University of Technology on 12/14/2018 12:09:44 PM.

Technical Note

23 M. M. Hyland and G. M. Bancroft, Geochim. Cosmochim. Acta,
1990, 54, 117-130.

24 C. LaFlamme, L. Martin, H. Jeon, S. M. Reddy, V. Selvaraja,
S. Caruso, T. H. Bui, M. P. Roberts, F. Voute, S. Hagemann,
D. Wacey, S. Littman, B. Wing, M. Fiorentini and
M. R. Kilburn, Chem. Geol., 2016, 444, 1-15.

25 K. Sasaki, Y. Nakamuta, T. Hirajima and O. H. Tuovinen,
Hydrometallurgy, 2009, 95, 153-158.

26 B.]. Williamson, I. Mikhailova, O. W. Purvis and V. Udachin,
Sci. Total Environ., 2004, 322, 139-154.

27 D. A. Cremers and L. J. Radziemski, Handbook of Laser-
Induced Breakdown Spectroscopy, Wiley, 2nd edn, 2013.

28 D. W. Hahn and N. Omenetto, Appl. Spectrosc., 2010, 64,
335a-366a.

29 D. W. Hahn and N. Omenetto, Appl. Spectrosc., 2012, 66, 347-
419.

30 K. Novotny, T. Vaculovi¢, M. Galiova, V. Otruba, V. Kanicky,
J. Kaiser, M. Liska, O. Samek, R. Malina and K. Palenikova,
Appl. Surf. Sci., 2007, 253, 3834-3842.

31 T. Canel, P. Demir, E. Kacar, B. Genc Oztoprak, E. Akman,
M. Gunes and A. Demir, Opt. Laser Technol., 2013, 54, 257-
264.

32 J. M. Vadillo, S. Palanco, M. D. Romero and J. J. Laserna,
Fresenius. J. Anal. Chem., 1996, 355, 909-912.

33 D. Romero and J. J. Laserna, Spectrochim. Acta, Part B, 2000,
55, 1241-1248.

34 J. Amador-Hernandez, J. M. Fernandez-Romero and
M. D. Luque de Castro, Anal. Chim. Acta, 2001, 435, 227-238.

35]. R. Chirinos, D. D. Oropeza, J. J. Gonzalez, H. Hou,
M. Morey, V. Zorba and R. E. Russo, J. Anal. At. Spectrom.,
2014, 29, 1292-1298.

This journal is © The Royal Society of Chemistry 2018

View Article Online

JAAS

36 H. Hou, L. Cheng, T. Richardson, G. Chen, M. Doeff,
R. Zheng, R. Russo and V. Zorba, J. Anal. At. Spectrom.,
2015, 30, 2295-2302.

37 R. Grassi, E. Grifoni, S. Gufoni, S. Legnaioli, G. Lorenzetti,
N. Macro, L. Menichetti, S. Pagnotta, F. Poggialini,
C. Schiavo and V. Palleschi, Spectrochim. Acta, Part B, 2017,
127, 1-6.

38 P. Lucena and ]J. J. Laserna, Spectrochim. Acta, Part B, 2001,
56, 177-185.

39 M. Galiova, J. Kaiser, K. Novotny, M. Ivanov, M. Nyvltova
Fisdkova, L. Mancini, G. Tromba, T. Vaculovi¢, M. Liska
and V. Kanicky, Anal. Bioanal. Chem., 2010, 398, 1095-1107.

40 W. A. Kalender, Computed Tomography: Fundamentals,
System Technology, Image Quality, Applications, John Wiley
& Sons, 2011.

41 J. R. Kyle and R. A. Ketcham, Ore Geol. Rev., 2015, 65, 821—
839.

42 J. Novotny, M. Brada, M. Petrilak, D. Prochazka, K. Novotny,
A. Hrdicka and J. Kaiser, Spectrochim. Acta, Part B, 2014, 101,
149-154.

43 ]. F. Barrett and N. Keat, Radiographics, 2004, 24, 1679-1691.

44 S. Pagnotta, M. Lezzerini, B. Campanella, G. Gallello,
E. Grifoni, S. Legnaioli, G. Lorenzetti, F. Poggialini,
S. Raneri, A. Safi and V. Palleschi, Spectrochim. Acta, Part B,
2018, 146, 9-15.

45 S. Pagnotta, M. Lezzerini, L. Ripoll-Seguer, M. Hidalgo,
E. Grifoni, S. Legnaioli, G. Lorenzetti, F. Poggialini and
V. Palleschi, Appl. Spectrosc., 2017, 71, 721-727.

46 J. Klus, P. Porizka, D. Prochazka, P. Mikysek, J. Novotny,
K. Novotny, M. Slobodnik and J. Kaiser, Spectrochim. Acta,
Part B, 2017, 131, 66-73.

J. Anal. At Spectrom., 2018, 33, 1993-1999 | 1999


http://dx.doi.org/10.1039/c8ja00232k

PAPER [IV]

66



NDT and E International 103 (2019) 111-118

Contents lists available at ScienceDirect

NDT and E International

journal homepage: www.elsevier.com/locate/ndteint

Computed tomography based procedure for reproducible porosity
measurement of additive manufactured samples

Check for
updates

Tomas Zikmund®, Jakub Salplachta™, Aneta Zato¢ilova”, Adam Bfinek®, Libor Pantélejev®,
Roman Stépanek®, Daniel Koutn}'lb, David Palousek®, Jozef Kaiser®

@ CEITEC - Central European Institute of Technology, Brno University of Technology, Purkyriova 656/123, 612 00, Brno, Czech Republic
® Institute of Machine and Industrial Design, Faculty of Mechanical Engineering, Brno University of Technology, Technickd 2, 616 69, Brno, Czech Republic
¢ Institute of Materials Science and Engineering, Faculty of Mechanical Engineering, Brno University of Technology, Technickd 2, 616 69, Brno, Czech Republic

ARTICLE INFO ABSTRACT

Keywords:

Porosity measurement

SLM sample

Metallography

Micro tomography

Automatic pores segmentation

Metallic parts made by selective laser melting technology are evaluated for internal porosity. The non-stan-
dardized pores segmentation is one of the key aspects to apply in order to achieve a precise porosity mea-
surement using X-ray computed micro tomography. In this work, we present a new porosity analysis procedure
which is based on the global thresholding and the correlation with metallographic image data. The procedure is
independent on the obtained voxel resolution and makes an analysis reproducible. The novelty of this work is
that the computed tomography is used for a comparative porosity analysis of samples from separate measure-

ments. The functionality of proposed procedure is demonstrated on a test sample of aluminium alloy and is
compared to standardly used procedures.

1. Introduction

Additive Manufacturing (AM) is considered to be a technology with
a high potential for the industrial production of high-value engineered
products. The high potential is especially seen in manufacturing me-
tallic parts by means of selective laser melting technology (SLM) [1].
This technology provides an alternative solution to the casting or
forming of the metallic parts. Together with the shape optimization,
SLM technique can produce lightweight, structured and complex parts
with a significant weight reduction [2-4]. Currently, there are about 20
dissimilar materials that can be processed by SLM [5]. SLM parts’ me-
chanical properties are usually comparable to the properties of con-
ventionally produced parts from bulk materials, although the tensile
and fatigue characteristics are usually worse [6-10]. The presence of
internal defects has a negative effect on the fatigue life and ultimate
tensile strength (UTS). Therefore, one of the major challenges in the
production of SLM parts is minimizing their internal porosity [11-18].

Currently, there are several possible ways to measure porosity, such
as mass measurement, Archimedes method, metallography, and X-ray
computed tomography. All these methods are based on different prin-
ciples and incomparable in terms of getting the absolute value of the
porosity for one sample [19-23]. For this reason, it is necessary to keep
one technique with the same measurement settings in order to evaluate

* Corresponding author.
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the samples among each other by their relative values of porosity.

In order to improve the SLM production quality, it is also very im-
portant to know the character of internal defects and to distinguish the
shrinkage cavities, cracks, and bulk material [24]. This information is
given only by the image-based methods like metallography and CT.
Besides the porosity number, these methods determine also complex
information about the distribution of defects and their morphological
parameters [13,17,18,21]. Such an analysis is usually performed on
testing samples which have a reasonably small size regarding the field
of view of used imaging system or requested resolution [18].

Metallography is the most frequently used image-based method for
the porosity analysis of SLM parts thanks to a high resolution that can
be achieved and also to the fact that light or electron microscopes are
accessible [5-12,15,16]. The weakness of this method is the evaluation
of the total porosity (i.e. for the whole sample volume) as a mean value
of several surfaces measurements. This approach requires a perfect
preparation of a sample surface including wet grinding and polishing
for every surface imaging. The final porosity value is then affected by
the limited number of the evaluated planar sections (i.e. missing a
certain number of irregular distributed defects) [17].

In comparison to metallography, CT technique has some undisputed
benefits. CT technique enables to visualize the inner structure non-de-
structively, in three dimensions, and at one measurement process [17].
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However, the final resolution is limited by the sample size [18]. For this
reason, the size of SLM testing samples is usually several millimetres,
which enables to reach the CT data resolution of about tens micro-
metres [7,8,13,17-20,25,26]. Particular CT machines having different
properties, there is no standard methodology for CT measurement im-
plementation that would enable to generate uniform data in terms of
resolution, quality, and contrast.

Another aspect contributing to the porosity calculation uncertainty
is the absence of a standard for CT image processing. It means that the
result is influenced by the variabilities in user's behaviour and by dif-
ferent segmentation approaches [27-30]. The only exception is a
standard VW 50097/50093 (defined by the German Association of
Foundry Specialists or Volkswagen AG) [31,32] based on a manual
evaluation of selected 2D cross-section and it is not convenient for three
dimensional character of CT data.

The porosity P from image data is calculated using following ex-
pression:

(4%
P=|————|100 [%]
Nn + N, @

where Ny, is the total number of material pixels and Nj, is the total
number of pores pixels. Before the actual porosity calculation, pixels of
an image must be divided into two categories: material and pores. This
is realized by the image segmentation. The simplest and the most
commonly used segmentation method is thresholding [33] that in case
of two-dimensional data creates a binary image g by following defini-
tion [33]:

L ffeeyn=T

g("’”:{o, 1) < T

@

where f(x,y) is an intensity value of the input two-dimensional image f,
g(x,y) is a binary value of the output binary image g, both at corre-
sponding spatial coordinates x, y, and T is a threshold value. For the
porosity calculation (Eq. (1)), the number of material pixels Ny, is de-
fined by stated equation (2) as a number of pixels represented in an
analysed image data f, by the intensity which is equal or greater than
threshold T. Number or pores pixels N, is a number of pixels re-
presented by an intensity which is lesser than threshold T. In case the
constant threshold value is used in the whole image volume (e.g. in
every CT cross-section), this method is called global thresholding [34].

The crucial point of the porosity calculation is then the selection of a
correct threshold value T, which is usually done automatically by some
software. The most widely used automatic methods are based on the
intensity histogram shape evaluation, where the peaks, valleys and
curvatures are analysed [34]. A study done by Iassonov [28] compared
several methods used for the pores segmentation based on CT data.
According to this study, the most reliable automatic segmentation
methods are Otsu [35] and Ridler [36] global thresholding methods
which work very well for the bimodal shape of histogram.

However, CT images of SLM samples are usually presented by a
histogram with a shape close to the unimodal distribution. Thus, the
automatic methods (including Otsu and Ridler) fail [23]. This is the
case mainly when the number of small pores makes the peak of pores
very low and the histogram is then presented only by one dominant
peak of material. Another possible situation is when the peaks of pores
and material are so close that they overlap. This might happen in the
following cases: low material contrast, tomographic artefacts, noise or
presence of bulk material (typically unmelted or partially melted
powder particles) in the cavities. If the bimodal histogram absence is
assumed, it is more suitable to select the threshold manually by the
operator's visual evaluation of one representative CT image. However,
this approach is highly subjective and gives variable results depending
on the operator's experience, knowledge of the studied sample and even
on the way CT data are displayed on an ordinary monitor. These aspects
rule out any trustworthy results coming from a comparative porosity
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measurement of two samples scanned in different laboratories and also
of two samples measured in different times within one CT system.
Consequently, some published studies dealing with image-based por-
osity calculation did not even present the methodology of used pores
segmentation [9,11,12,16,19,21]. As an example, threshold selection in
case of thresholding [11,21] which makes the porosity analysis un-
reproducible, was not even mentioned.

In this paper, we propose a new porosity analysis procedure for X-
ray computed tomography measurement using the benefits of me-
tallography (i.e. the high material-pores contrast and high resolution).
The porosity analysis uses the simple global thresholding with an au-
tomatic threshold selection based on a correlation of corresponding
computed tomography (CT) and light microscope (LM) images. This
procedure provides a reliable and traceable porosity value with respect
to the obtained voxel resolution. This enables to compare objectively
the porosity of the samples measured even by different CT systems or
laboratories.

2. Materials and methods
2.1. SLM sample

The sample was fabricated by a SLM 280HL machine equipped with
a 400 W ytterbium fibre laser. The laser operational beam focus was
82 um in diameter with Gaussian profile and a wavelength of 1.06 mm.
The real temperature of building platform was 80 °C. A block specimen
of size 13mm X 13mm X 8 mm (X, y, z) was used. The sample was
built in nitrogen inert atmosphere while the oxygen level was kept
below 0.2% during the process. The following SLM processing para-
meters were used: layer thickness = 50 um, laser power = 200 W, laser
scanning speed = 200 mm/s, hatching distance was set to 110 pm
(optimum value according to previous study [38]). The specimen was
fabricated with the meander scanning strategy, with a rotation of
hatching direction in each follow up layer about 79°. The block was
fabricated on the supports to enable a manual removal from the
building platform. The supports were fabricated with following process
parameters: laser power at 400 W, laser scanning speed at 1150 mm/s,
support hatch at 0.9 mm.

2.2. Metallographic analysis

Six images of the SLM specimen were acquired and separately
evaluated for porosity using the Otsu's thresholding method. A light
metallographic microscope Olympus GX 51 at the total magnification of
50 x (pixel size: 2.5um) was used for imaging. Except for the first
image (referring to the sample surface), all images were acquired after
the micro tomography measurement. The inter layer distance of eval-
uated cross-sections was approximately 0.3 mm. The sample was pre-
pared by the standard metallographic technique at each depth level,
using wet grinding and polishing with a diamond paste in order to
achieve mirror-like surface quality. The overall sample porosity was
then calculated as the mean of all particular porosity values.

2.3. Micro CT

A system GE phoenix v|tome|x L 240 equipped with a 180 kV/15W
nanofocus X-ray tube and a flat panel detector DXR 250 was used for
the tomographic measurement with following parameters: 125kV ac-
celerating voltage, 55 pA tube current, 300 ms detector exposure time,
3500 number of projections. The X-ray spectrum was filtered by a
0.2 mm thick copper filter. The detector was used in a special regime
which consisted in switching the position horizontally and extending
the field of view. By using the special regime it was possible to obtain a
voxel resolution of 6 um. The object was positioned to a small tilt in
order to avoid the Feldkamp artefacts [37].

The tomographic reconstruction was done using a GE phoenix
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Fig. 1. Comparison of corresponding section of sample surface cross-sections of analysed SLM sample: (a) 8-bit LM image; (b) 16-bit CT image; (c) histogram of LM

image; (d) histogram of CT image.

datos|x 2.0 with the sample drift correction, beam hardening correc-
tion, and no noise filtration. Based on the top cross-section of the
sample, the registration of the object was conducted using a VG Studio
MAX 3.0. Consequently, a new stack of cross-sections were generated.
The first top cross-section of this stack was considered as a corre-
sponding image to the sample surface image acquired by means of
metallography.

3. Porosity measurement
3.1. Subjectivity in manual threshold selection

The inner structure of SLM samples is usually presented with small
pores and cracks. In case of micro CT data (Fig. 1b), this is described by
a histogram of inconvenient shape for standardly used automatic
threshold selection methods (see Fig. 1d). However, as for the selection,
the manual selection is almost the only possible way in a common
software. There are several factors that can influence the manual
threshold selection process. These factors are related to the operators’
experience with image processing, their familiarity with SLM inner
structures and the way they can visualize the data (e.g. a type of
monitor etc.):

- uncalibrated monitors presented by different colours/contrast,
- the way of 16-bit data display on 8-bit monitor,

- image modifications (e.g. zooming, contrast enhancement),

- the method of binary mask display in CT image.

We examined the variability of operators' behaviour while carrying
out the manual threshold selection process. Our experiment involved
twenty experts with knowledge of image analysis and porosity mea-
surement. The task for participants was to select the most appropriate
threshold for the pores-material binarization on one representative CT
image (see Fig. 1b). Participants independently chose a threshold value
based on their visual opinion about the binary mask copying the pores.
The users estimated the threshold values in the range 6700 + 439 (see
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Fig. 2. Histogram of testing CT image with marked interval of selected
threshold values and labelled pores and material peaks.

Fig. 3. Graphical dependence of porosity value of testing image based on
thresholds selected by operators.
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Fig. 4. Diagram of proposed porosity analysis procedure.

Fig. 2) and this resulted in the porosity values from 2.6 [%] to 6.6 [%]
(see Fig. 3). This inter-participants variability brings a significant un-
certainty to the porosity measurement in terms of the SLM production
quality evaluation. Moreover, it doesn't allow comparing more samples
among themselves.

3.2. Reproducible porosity analysis (RPA)

The proposed procedure was designed with a respect to the crucial
points of tomographic data processing. These aspects are the user in-
dependence, correct pores segmentation, reproducibility, and adapta-
tion for different resolution. The workflow of proposed procedure is
described by the diagram in Fig. 4. The method is based on a correlation
between CT data and metallographic data. The characteristics of me-
tallographic analysis using microscopy are the high resolution and easy
pores segmentation. Therefore, the metallographic analysis complies
with the task of the reference and the calibration for the CT porosity
analysis.

The correlation of these techniques is based on an alignment of
corresponding images, i.e. a light microscopic image of the sample
surface (LM image) and a CT top cross-section (CT image). Getting such
corresponding images can be guaranteed only when the CT measure-
ment is performed on a sample whose surface was already analysed by
metallography.

The acquisition of LM and CT images is followed by an image re-
gistration which aims to unify both images to the same size and or-
ientation. This is done by a geometric transformation of LM image
because the LM reaches higher resolution than micro CT does. The
transformation including the scaling, rotation and translation is de-
termined automatically by the phase correlation [39]. Then the LM
image and CT data are trimmed around the sample centre (see Fig. 6) in
order to avoid distorted areas of the image caused by a mechanical
preparation of the sample surface. The prepared surface is not abso-
lutely flat and it results in blurry sample corners and edges in case of LM
images. This effect is even more obvious in CT top cross-section by
darker regions (see Fig. 6). Moreover, removing these edges simplifies
the porosity calculation as there is no need to distinguish the back-
ground pixels (outer sample space) from the pores pixels presented by
the same grey values.

The threshold selection is implemented on these registered corre-
sponding images. The reference porosity value is determined from LM
image using global thresholding with Otsu's automatic threshold se-
lection for pores segmentation. This method works reliably on LM
images because of a high pores/material contrast. The reference por-
osity value is subsequently used for the selection of an optimal
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threshold value for CT data. This selection is realized using a brute-
force search [40] during the optimization process. In this process, the
porosity from CT image is calculated for a series of threshold values
(from minimum to maximum CT image intensity value). A criterion
function is expressed for each porosity value. This function is defined as
Euclidean distance from the reference LM image porosity value and the
CT image porosity value for a particular threshold. The optimal
threshold for global thresholding of CT data is then selected as a
threshold where the criterion function reaches its minimum.

This threshold is subsequently applied to the trimmed CT data vo-
lume using the global thresholding. The porosity value is then calcu-
lated on segmented data by Eq. (1). In order to express the estimation of
repeatability in porosity calculation, a 1% variation on both sides of the
selected threshold value is taken in account (inspired by: [41]).

4. Results and discussion

The proposed procedure was applied on 6 pm voxel resolution CT
data coming from a SLM sample made from aluminium alloy of
AlCu2Mg1.5Ni. The inner structure of this sample included both larger
cavities and cracks, making it the best example for a demonstration of
advantages of proposed procedure. The porosity was also calculated
using automatic-based thresholding methods (Otsu and Ridler) and
manually-defined thresholding in order to simulate the actual beha-
viour of the software available for us. Furthermore, the porosity num-
bers were consequently compared with a standardly used metallo-
graphic approach.

4.1. RPA implementation

The polished side of the sample embedded in a cylindrical acryl
block was imaged with a light microscope. The CT measurement of this
sample was conducted in a tilt position to avoid cone beam artefacts
[37]. The obtained tomographic data were registered to align into the
coordinate system according to the polished plane. Then, the top cross-
section was taken as a corresponding section to LM image. The LM
image resolution was scaled down according to the CT cross-section
(see Fig. 5) using the bicubic interpolation method. This meant down-
scaling from 2.5pm to 6 pum which had no significant effect on the
porosity analysis (difference of porosity value in original and down-
scaled image was 0.0107%). Subsequently, both LM image and CT
cross-section were trimmed (see Fig. 6) to avoid the influence of sample
boundaries.

To confirm the similarity between the LM image and CT cross-sec-
tion, the Structural Similarity Index (SSIM) [42] was analysed. Binary
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Fig. 5. Effect of used downscaling on LM image: a) section from original image (pixel size: 2.5 pm) and b) corresponding section from image after downscaling to

correspond CT image (pixel size: 6 pm).

Fig. 6. Aligned corresponding surface LM image and CT top image after trimming.

Fig. 7. 3D pores distribution in analysed sample volume — achieved from CT
data with use of proposed thresholding procedure.

masks and an after pores segmentation of Fig. 1 a) and Fig. 1 b) were
used for this evaluation. Otsu thresholding was used in case of LM
image and RPA selected threshold was applied for the CT image seg-
mentation. The binary masks were used rather than original images in
order to evaluate the true structural similarity between these images.
This way, the possible influence of different noise and textural

Fig. 8. Histogram of all CT data volume with marked positions of threshold
values selected by studied methods.

properties was avoided. Moreover, there was no influence of the in-
tensity variations of original images that are related to the imaging
character of the used modalities. The SSIM index values lie in the in-
terval from —1 to + 1, where SSIM = 1 reflects identical images. In our
case, SSIM value for analysed images was equal to 0.91. This result
really confirmed that the analysed images had a high degree of struc-
tural similarity.
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Table 1
Comparison of total porosity results calculated by different approaches.

NDT and E International 103 (2019) 111-118

Metallographic analysis CT porosity analysis

Manual thresholding

Proposed method Otsu thresholding Ridler thresholding

Total porosity [%] 2.62 + 0.02 1.92 + 0.16

1.90 = 0.15 3.27 = 0.56 3.56 £ 0.56

Fig. 9. Comparison of binary masks of CT image detail: a) Input; b) RPA method; c¢) Otsu method.

Fig. 10. Pores distribution in analysed sample- studied by proposed CT por-
osity analysis for all sample cross-sections.

The porosity in LM image was then calculated based on the Otsu's
global thresholding for 2.2855 + 0.02%. This number became the re-
ference number for the automatic selection of threshold value for the
CT image. The resulting threshold value (i.e. 6689) was then applied for
the pores segmentation in all CT cross-sections by means of the global
thresholding. The porosity of the sample was 1.90 = 0.16%.
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4.2. Comparison with standard methods

To imitate the actual use of available software, the porosity analysis
was performed on the whole sample's CT data volume using Otsu's and
also Ridler global thresholding methods. Although the CT data (Fig. 7)
showed a relatively high distribution of pores, it was presented by a low
material-pores contrast and a small overall number of dark voxels.
Consequently, the resulting histogram was almost unimodal. None of
the methods (Otsu and Ridler) was successful in distinguishing the peak
of pores. The methods only determined thresholds in the peak of ma-
terial (Fig. 8), which resulted in a high porosity numbers (see Table 1)
because non-pores pixels were considered as pores (see Fig. 9).

The porosity value was also calculated based on the manually se-
lected threshold. This is usually the second option when the applied
automatic method is not successful. The threshold value was taken from
the study of manual threshold selection (section 3.1). Selected
threshold values were averaged so that the participants' variability was
eliminated and the value represented the whole group's opinion. This
averaged value was close to the RPA method threshold (Fig. 9) giving
also similar porosity number (Table 1). This means that the results of
the proposed method are in compliance with the major opinion of a
group of experts. This experiment also showed that a measurement
done by a group of people could reduce the deviations in manual
thresholding. However, involving many operators in working on the
threshold selection process at the same time is a challenging task in
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practice.

For the purpose of metallographic analysis, six cut-off surfaces of
the analysed sample were imaged by using LM. A porosity value for
each of the images was calculated with the use of Otsu's global
thresholding method. The overall sample porosity was then expressed
as the mean of all individual porosity values. When we compared the
porosity results of our method and the results coming from the me-
tallographic analysis for the sample top surface, our method reached
only 0.0001% difference from the metallographic result. However, the
difference reached 0.72% for the total sample porosity value. The dif-
ference between the porosity number resulting from the metallographic
analysis and the one from RPA method might be caused by acquiring a
small number of cuts where the pores concentration was higher than in
the rest of the sample. The variability of pores distribution was con-
firmed by the porosity calculation done with every CT cross-section
using the RPA selected threshold. This showed that the porosity value
varied from 1.05 = 0.15% to 2.57 = 0.15% over all the CT cross-
sections (see Fig. 10). In practice, however, there are technical and time
constraints that prevent from increasing the number of sample me-
chanical cutting. Another aspect explaining the difference might be the
fact that the resolution was higher in LM than in CT. However, this
aspect is not so significant since only cracks and very tiny cavities were
revealed. They represented a negligible number of pixels compared to
total number of material pixels.

5. Conclusion

For the purpose of a SLM production quality inspection, only small
test samples are made and analysed for the internal porosity using X-ray
micro computed tomography method. The porosity analysis is com-
monly based on the global thresholding. However, the threshold se-
lection becomes a critical point influencing the final result. In this
paper, it was demonstrated that the automatic threshold selection de-
pends on the character of the material inner structure. Moreover, the
way an operator influences a variability while carrying out the manual
threshold selection was also discussed. As a result, a new porosity
analysis procedure on CT data was designed. It is based on a correlation
with the metallographic image of the sample surface which is obtained
with higher resolution and pore contrast than the CT data. For this
reason, the metallographic image is used as a reference image for the
threshold selection. The procedure respects the given voxel resolution
of CT data and it is objective and reproducible. These properties enable
a comparative porosity analysis of samples from separate measurements
which are even performed on different CT machines. The proposed
procedure was tested on a sample of aluminium alloy including all
possible defects related to additive manufacturing. Based on a com-
parison with manual and standard automatic techniques, the RPA
method showed a reliable determination of pores and a good agreement
with the value determined by a group of experienced CT users.
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ABsTRACT: The biomedically focused brain research is largely performed on laboratory mice con-
sidering a high homology between the human and mouse genomes. A brain has an intricate and
highly complex geometrical structure that is hard to display and analyse using only 2D methods.
Applying some fast and efficient methods of brain visualization in 3D will be crucial for the neu-
robiology in the future. A post-mortem analysis of experimental animals’ brains usually involves
techniques such as magnetic resonance and computed tomography. These techniques are employed
to visualize abnormalities in the brains’ morphology or reparation processes. The X-ray computed
microtomography (micro CT) plays an important role in the 3D imaging of internal structures of
a large variety of soft and hard tissues. This non-destructive technique is applied in biological
studies because the lab-based CT devices enable to obtain a several-micrometer resolution. How-
ever, this technique is always used along with some visualization methods, which are based on the
tissue staining and thus differentiate soft tissues in biological samples. Here, a modified chemical
contrasting protocol of tissues for a micro CT usage is introduced as the best tool for ex vivo 3D
imaging of a post-mortem mouse brain. This way, the micro CT provides a high spatial resolution
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of the brain microscopic anatomy together with a high tissue differentiation contrast enabling to
identify more anatomical details in the brain. As the micro CT allows a consequent reconstruction
of the brain structures into a coherent 3D model, some small morphological changes can be given
into context of their mutual spatial relationships.

Keyworbs: Computerized Tomography (CT) and Computed Radiography (CR); MRI (whole body,
cardiovascular, breast, others), MR-angiography (MRA)
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1 Introduction

Computed tomography is widely applied in the human medicine especially to monitor bone injuries,
to diagnose head, lung and chest conditions or to detect cancer. In the last decades, this non-
destructive imaging technique has been evolved and therefore is able to provide high-resolution
ex vivo analyses of biological samples. The micro CT brings unique possibilities concerning the
imaging of complex biological systems, such as the following cases: a description of a mouse knee
cartilage development [1]; a formation of 3D models of mouse chondrocranium, an analysis of
the ossification onset and morphological changes in various transgenic mice [2—4]; a noninvasive
observation of a human embryo [5].

The principle of the X-ray micro CT imaging is based on taking series of 2D projection radio-
graphs from different angles and their subsequent processing. In each projection, the information
about radiographic density is recorded. A mathematical process called tomographic reconstruction
forms a 3D matrix which represents a map of volume density. The spatial resolution of the system
is determined by the geometry of a cone beam. The achievable resolution is down to 1 um for
lab-based machines. This method has proven to be an effective tool for imaging of native bone
tissues [6, 7], since the hydroxyapatite is dense enough to be easily detected. In the case of biolog-
ical samples and soft tissues ex vivo, the micro CT imaging requires an application of some X-ray
absorbing contrast agents, e. g. phosphotungstic acid (PTA), iodine or osmium [8]. If the contrast
is sufficient, it is possible to segment different structures within the 3D tomographic data by using
an appropriate software.

The major advantage of the CT method is the ability to image a bone, soft tissues and blood
vessels at the same time. In some cases, it is advantageous to combine the CT method with some
other techniques for in vivo imaging to visualize better various soft tissues. Especially in the case
of cancer diagnosis, the computed tomography is combined with the positron emission tomography
(PET/CT) [9].



In biomedical research, the rodent brain attracts a lot of attention because of some human-related
pathologies that can be modelled in transgenic animals and also because of the high homology
between the human and mouse genome, which causes numerous fundamental neurobiological
questions [10]. To take advantage of the information gained from mouse brain research, it is
necessary to systematically collect the phenotype information at all biological levels. Conventionally
used 2D analysis methods — histology, immunochemistry or transmission electron microscopy —
show a high resolution within the plane in which the tissue is sectioned. However, these methods
are destructive and two dimensional in their nature.

In the case of post-mortem 3D imaging of mouse brain, the micro CT is not the only method
that could be applied. The magnetic resonance imaging (MRI) could be used for a similar purpose
as well. In the past, the micro CT was used as an accessory technique to MRI for the imaging of the
mouse brain. The micro CT was employed for the imaging of the skull [6, 7] or for the visualization of
vascular system of mouse brain filled with radio-opaque silicone rubber Microfil [11-17]. With the
recent progress in development of chemical contrasting protocols for brain tissue [6, 18—22] or appli-
cation of micro CT imaging as a tool for location of cerebral ischemia [22, 23] or brain tumors [21,
24], micro CT imaging is becoming a vital research tool for mouse brain imaging in general.

In this article, we will focus on the mouse brain 3D imaging with a high-resolution laboratory
micro CT system combined with an optimization of sample staining. We use different staining
protocols based on iodine solution and phosphotungstic acid. The benefits of such approaches
will be specified. We will summarize the comparison of the different staining procedures and we
will also compare the gained data with the corresponding magnetic resonance data. Furthermore,
the power of presented method will be demonstrated by a number of 3D models of selected brain
structures with specifically complex 3D geometries that we have reconstructed and analyzed.

2 Materials and methods

2.1 Sample preparation for micro CT measurement

An adult mouse was sacrificed with isoflurane overdose. The brain was dissected from skull and col-
lected into ice-cold PBS. Subsequently, the sample was fixed in freshly prepared 4% paraformalde-
hyde (PFA). The sample was dehydrated in ethanol grade (12 h) and stained in 1% iodine solution in
90% methanol. After 24 hours in the solution, the sample was rinsed in ethanol rehydration series to
end up in sterile distilled water. For the sake of micro CT measurement, the brain was embedded in
1% agarose gel and placed in a plastic tube. All animal (mouse) concerned work had been approved
and permitted by the Ethical Committee on Animal Experiments (Norra Djurforsoksetiska Namd,
ethical permit N226/15 and N5/14) and was conducted according to The Swedish Animal Agency’s
Provisions and Guidelines for Animal Experimentation recommendations.

2.2 Micro CT measurement and data processing

Micro CT measurement was performed with a GE Phoenix v|tome|x L 240 (GE Sensing & Inspection
Technologies GmbH, Germany), equipped with a nanofocus X-ray tube with maximum power of
180kV/15W. The data were acquired using a high contrast flat panel detector DXR250 with
2048 px x 2048 px, 200 um x 200 um pixel size. The micro CT scan was carried out in an air-
conditioned cabinet (21°C) at 60kV acceleration voltage and 200 uA tube current. Exposure



time was 900 ms and 3 images were averaged for reducing the noise. Two different measurement
procedures were performed. The first one was used for the evaluation of staining protocol. The
brains contrasted by various techniques were scanned with a voxel resolution of 18 um. After the
evaluation, the second measurement procedure was applied for one brain with a voxel resolution
of 6.5 um. 2200 projections were taken over 360° in this case. A tomographic reconstruction
was realized by software GE phoenix datos|x 2.0 (GE Sensing & Inspection Technologies GmbH,
Germany). Reconstructed slices were imported into a VG Studio MAX 3.1 (Volume Graphics
GmbH, Germany). In this software, the 3D data were aligned so that orthogonal slices matched
the horizontal (xy), coronal (yz) and sagittal plane (xz) resulting in series of 1700 coronal, 1090
sagittal and 680 horizontal tomographic sections of the brain. These data were compared with an
anatomical atlas, and 3D models of anatomical structures were obtained by a segmentation based
on the global thresholding.

2.3 MRI measurement

The post-mortem mouse brain within the skull was measured by a high-resolution MRI scanner
Bruker Avance 9.4 T (Bruker Biospin MRI, Ettlingen, Germany). The resolution of the obtained
data was 0.027x0.027 mm (matrix 512x 512 pixels). 77-weighted anatomical images of 25 parallel
2D slices were taken using the FLASH sequence with slice thickness 0.5 mm, interslice distance
0.5 mm, repetition time (TR) 461.3 ms, effective echo time (TE) 6.1 ms, 50 averages, flip angle
35.0°, echo spacing 6.1 ms. The total measurement time was 9 hours and 25 images were obtained.

3 Results and discussion

For a comprehensive visualization of the mouse brain structures done by a conventional micro CT,
a chemical contrasting step is usually required. The differentiation of soft tissues by an imaging
method delivers the biologically-relevant information only if the contrasting is sufficient. Our
priority in this research was achieving the ultimate differential contrast enabling the identification
of all major cell types or the tissue modes.

Inorganic iodine and phosphotungstic acid (PTA) are the most broadly used agents in the field
of post-mortem tissue contrasting for the following X-ray investigation [25]. Previously, it was
suggested to use alcohol solutions containing these compounds to enable a rapid diffusion into the
sample [8]. If iodine is compared to PTA, PTA appears as a larger molecule with much slower
tissue penetration rates [8]. Ten different staining protocols were tested to visualize mouse brain
structures by micro CT imaging (table 1). Samples were stained in PTA, iodine or combination of
both of solutions for various periods of time.

In order to compare the contrast among these samples, we analyzed all of them in the same
condition. The voxel resolution of obtained CT data was 18 um, which turned out to be enough
to compare the quality of different contrasting protocols (figure 1). In summary, the staining in
iodine exhibited more clear contours of fibres than in the case of PTA-stained samples. Fixation of
samples in 4% PFA demonstrated higher contrast to tissues fixed in 10% PFA. The best resolution
was obtained in 1% iodine in 90% methanol solution. As this staining showed the most contrastive
and sharp edges of anatomical structures at coronal brain sections, we selected the sample stained
with this protocol for further analysis.



Figure 1. Comparison of the coronal sections of samples following different staining protocols. (A) 1%
PTA in 90% MeOH for 21 days, (B) 1% PTA in 90% MeOH for 14 days, (C) 1% PTA in 100% MeOH for 16
days, (D) 1% PTA for 10 days + 1% iodine in 90% MeOH for additional 24h, (E) 1% iodine in 100% EtOH
for 24h, (F) 1% iodine in 100% EtOH for 48h, (G) 1% iodine in 100% EtOH for 7 days, (H) 1% iodine in
90% MeOH for 24h, (I) 1% iodine in 100% EtOH overnight, (J) 1% iodine in 100% EtOH for 24h.



Table 1. List of different processing and staining protocols for brain visualization in micro CT.
Pre-fixation Post-fixation Dehydration Staining Time
A 4% PFA 4% PFA (24h) EtOH / 12h 1% PTA in 90% MeOH 21 days
B / 4% PFA (24h) EtOH / 12h 1% PTA in 90% MeOH 14 days
C 10% PFA 10% PFA (24h) EtOH / 12h 1% PTA in 100% MeOH 16 days
D 4% PFA 4% PFA (24h) EtOH / 12h 1% PTA + 1% iodine 10 days PTA/24h
in 90% MeOH iodine

E 4% PFA 4% PFA (24h) EtOH / 12h 1% iodine in 100% EtOH 24h
F 4% PFA 4% PFA (24h) EtOH / 12h 1% iodine in 100% EtOH 48h
G 4% PFA 4% PFA (24h) EtOH / 12h 1% iodine in 100% EtOH 7 days
H 4% PFA 4% PFA (24h) EtOH / 12h 1% iodine in 90% MeOH 24h
I 10% PFA 10% PFA (12h) EtOH / 2h 1% iodine in 100% EtOH overnight
J 10% PFA 10% PFA (12h) EtOH / 2h 1% iodine in 100% EtOH 24h

Four coronal sections (figure 2) from different parts of the mouse brain demonstrate the extent
of resolution quality of contrasting protocol as captured by a micro CT scan. Identification of the

Figure 2. Visualization of the internal brain structures as shown on CT images in the coronal sections.
(A) ACO anterior commissure, CC corpus callosum, CP caudoputamen, LOT lateral olfactory tract, NDB
nucleus of diagonal band, VL lateral ventricle. (B) CC corpus callosum, CP caudoputamen, FX fornix, INT
internal capsule, OPT optic tract, SM stria medullaris (thalamus), V3 third ventricle, VL lateral ventricle.
(C) CC corpus callosum, CP caudoputamen, DG dentate gyrus, FX fornix, INT internal capsule, MTT
mamillothalmic tract, OPN olivary pretectal nucleus, V3 third ventricle. (D) ALV alveus, CC corpus
callosum, CPD cerebral crus, DG dentate gyrus, MM medial mammillary nucleus, PC posterior commissure.



described structures in the coronal sections was based on the annotation from Allen Mouse Brain
Atlas [26]. For instance, corpus callosum, cerebral peduncle and anterior commissure appeared
among the most contrasted and easily identifiable structures. Furthermore, the smaller and finer
structures such as mamillothalmic tract, column of the fornix or caudoputamen were successfully
recognized as well. Because of the grey matter’s high contrast, the ventricles (e.g. lateral ventricle
and third ventricle) were also evident.

Although both micro CT and MRI belong to the category of methods providing 3D imaging
of the internal structures, the character of the output data including the resolution quality is rather
different. The geometry of the data element called voxel has a cubic shape (the same dimensions
in all three axes) in the CT and a rectangular cuboid shape in the MRI. The MRI data voxel
is defined by the pixel size and slice thickness, which is typically significantly larger than pixel
dimensions, i.e. the lateral and axial resolution are different. Isotropic 3D imaging is feasible by
both methods, however the length of such experiments needed for achieving a good signal-to-noise
ratio is limiting. Consequently, the brain structures were analyzed in detail on 1900 coronal CT
slices (with voxel size 6.5 um X 6.5 um X 6.5 um) and 25 coronal MRI slices (with voxel size
27 um x 27 uym x 500 ym). From this point of view, CT data provided enhanced opportunities
to study the arbitrary cross-sections within one dataset and also demonstrated an accurate 3D
modelling of internal structures.

The voxel values are defined by greyscale values depending on different properties of the
material. CT greyscale values are defined by the X-ray absorption properties in relation to the
atomic number of the sample material and to the accelerated voltage of the X-ray source [27,
28]. Based on this fact, brighter tissues refer to denser materials. In the case of anatomical
T1 weighted MRI, the amount of the obtained signal depends on the time needed for realigning
proton spins in main magnetic field (realigned to Boltzmann equilibrium) [29, 30]. For instance,
the fat realigns its spins quickly, and therefore it appears bright on a 77 weighted image [29, 30].
Water realigns much slower, and therefore it has a lower signal and is represented by darker
values.

As for the measurement time, it depends on the particular method. Considering ex vivo
approach plus the highest possible resolution of both systems, the typical brain measurement took
approx. 9 hours for the MRI and 2 hours for the CT.

To compare corresponding MRI and micro CT data (figure 3, table 2), we selected four pairs
of corresponding coronal slices of the adult mouse brain. Corpus callosum, anterior commissure,
medial mammillary nucleus, posterior commissure and cerebral peduncle were clearly recognizable
on both micro CT and MRI images. All the mentioned structures demonstrated well-defined edges
in micro CT data. Lateral ventricle, lateral olfactory bulb, optic tract, stria medullaris, internal
capsule and cerebral peduncle were also detectable in both micro CT and MRI data. However,
unlike the micro CT images, MRI pictures did not display a clear identification of above mentioned
structures. The structures such as myelinated fibres in caudoputamen, third ventricle, column of
the fornix, dentate gyrus, mamillothalmic tract and other locations were clearly distinguished in
the micro CT. Moreover, the compartmentation of dorsal hippocampal commissure from corpus
callosum and alveus was possible only in micro CT images.

As the next step, we selected several structures for segmentation to demonstrate possible outputs
from micro CT data (figure 4, figure 5, figure 6). Tissue segmentation and construction of accurate



Figure 3. Comparison between corresponding coronal sections in MRI (A, C, E, G) and contrasted (1%
iodine in 90% methanol) micro CT (B, D, F, H) of mouse brain.



Table 2. Identification of anatomical structures in mouse brain in micro CT and MRI images (*not suitable
for segmentation, hard to detect).

structure micro CT MRI
corpus callosum v v
anterior commissure v v
medial mammillary nucleus v v
posterior commissure v v
cerebral peduncle v v
lateral ventricle v VE
lateral olfactory bulb v vE
optic tract v VE
stria medullaris v vE
internal capsule v VE
cerebral peduncle v v'F
myelinated fibres in caudoputamen v X
third ventricle v X
column of the fornix v X
dentate gyrus v X
mamillothalmic tract v X

Figure 4. Visualization of steps during segmentation. (A) Area of the coronal section in the 3D model of the
adult mouse brain, (B) Unmarked tomographic section, (C) Tomographic section with manually segmented
corpus callosum (pink), myelinated fibres in caudoputamen (light blue) and anterior commissure (green).

3D models was possible thanks to high-resolution tomographic sections in all coronal, sagittal and
horizontal planes and also, a fine contrast was implied by the improved staining protocol. Such a
precise 3D visualization could be useful in future for variety of structural analyses in developmental
biology and pathological studies. Above that, such data can be used for the educational purposes
as they may be utilized for a subsequent 3D printing [31].



Figure 5. Structures segmented from micro CT images. (A) Complex of corpus callosum, dorsal hippocampal
commissure and alveus (pink), (B) Myelinated fibres in caudoputamen (light blue), (C) Column of the fornix
(purple), (D) Mamillothalmic tract (orange), (E) Anterior commissure (green).

4 Conclusion

Three-dimensional imaging of the rodent brain plays an important role in modern neurobiology and
biomedicine research. This kind of imaging enables a precise analysis of developmental changes,
tissue damage and tumor recognition with a focus on fine morphological modifications. We worked
with several chemical contrasting protocols and compared their ability to visualize brain tissues by
a laboratory micro CT device. Our results proved this method to be a powerful tool for a high-
resolution ex vivo 3D imaging of the rodent soft tissues. The state of the art of the laboratory CT
systems together with a staining protocol based on iodine solution enabled to reveal an intricate and
geometrically complex internal brain structures in a high resolution. Tissue contrast was found to
be considerably stronger in the micro CT images in comparison to the commonly used post-mortem
MRI. Consequently, CT data enabled an easier segmentation and 3D reconstruction of internal
brain structures. Generally, the 24 hours sample processing together with a two-hour-long CT
measurement can provide a quick and complete visualization of the brain’s internal and external
morphology with a simultaneous and semi-automated identification of the major neural tracks,
nuclei and other delicate details. Thanks to all these benefits, the micro CT systems have their place
in a routine use in various types of neurobiological experiments.



Figure 6. Segmented brain structures micro CT images. (A, B) Sagittal view, (C, D) dorsal view, (E, F) ventral
views on dorsal hippocampal commissure and alveus (pink), column of the fornix (purple), mamillothalmic
tract (orange), myelinated fibres in caudoputamen (light blue), anterior comissure (green) and complex of
corpus callosum, dorsal hippocampal commissure and alveus (pink), in context of the whole adult mouse
brain.
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ABsTrACT: Imaging of increasingly complex cartilage in vertebrate embryos is one of the key tasks
of developmental biology. This is especially important to study shape-organizing processes during
initial skeletal formation and growth. Advanced imaging techniques that are reflecting biologi-
cal needs give a powerful impulse to push the boundaries of biological visualization. Recently,
techniques for contrasting tissues and organs have improved considerably, extending traditional 2D
imaging approaches to 3D. X-ray micro computed tomography (¢CT), which allows 3D imaging
of biological objects including their internal structures with a resolution in the micrometer range, in
combination with contrasting techniques seems to be the most suitable approach for non-destructive
imaging of embryonic developing cartilage. Despite there are many software-based ways for visual-
ization of 3D data sets, having a real solid model of the studied object might give novel opportunities
to fully understand the shape-organizing processes in the developing body. In this feasibility study
we demonstrated the full procedure of creating a real 3D object of mouse embryo nasal capsule, i.e.
the staining, the uCT scanning combined by the advanced data processing and the 3D printing.
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1 Introduction

Despite the long-standing investigation of craniofacial development, this process is still not fully
understood [1]. It is partially because of significant complexity of the structures in the head. These
structures play an important role for vital functions through the whole life. The primary research of
craniofacial development is often done on mouse embryos [2, 3]. Differences between the samples
are usually investigated at craniofacial parts. Typical size of the mouse embryo nasal capsule at
day 15 of embryonic development is in the range of few millimetres. There is a wide variety between
different developmental stages or mutations that are manifested by small differences in the shape
or thickness of the nasal capsule. In order to compare these fine details, high-resolution imaging
techniques are needed.

For decades imaging has relied on optical and then also on electron microscopy of histological
sections, which provides high resolution 2D data. Over time confocal microscopy enabled collection
of optical sections through thicker samples [4]. Episcopic fluorescence image capturing is another
technology for generating high-resolution 3D datasets. This method is based on capturing the
autofluorescence of each of the histological slices. However, all above mentioned technologies
are costly and time-consuming [5]. Optical projection tomography [6] is another approach for 3D
imaging, but it is rather limited by sample size. The same accounts for light sheet microscopy
(SPIM). Moreover, the sample preparation is rather complicated. Magnetic resonance imaging
(MRI) currently represents an universal tool for different needs of soft tissue morphology [7]. This
method uses magnetic field and radio waves in order to map various internal structures. MRI is
suitable for imaging soft tissues such as internal organs, but it does not provide sufficient resolution
for cartilage imaging [5].



One of the most convenient tools for imaging mouse embryonic samples from 12 to 17 days of
embryonic development is X-ray computed tomography [3]. It is the oldest tomography imaging
technique [8]. X-ray micro computed-tomography (uCT), i.e. X-ray computed-tomography with
high spatial-resolution down to 1 um, has the same principle as CT machines used for medical
scanning. The sample that is placed between the X-ray source and the detector is rotated by 360°
around its axis perpendicular to the line connecting the source and the detector. In every rotation
step a two dimensional projection is taken. The sequence of obtained projections is subsequently
processed by tomographic reconstruction based on inverse Radon transform [8]. In this way different
X-ray absorption at each sample point is visualized and the 3D volume map of object density is
created. Due to the cone shape of the X-ray beam, geometric magnification can be used to reach
high-resolution [8].

X-ray tomography imaging has been limited by low contrast of soft un-mineralized tissues.
Phase contrast can be the solution for enhancement of image quality of the X-ray projections [9].
However, this method is not much convenient for industrial and laboratory uCTs, where the image
reconstruction rely predominantly on absorption contrast. Phase contrast is more applicable for
monochromatic radiation used at synchrotrons [9, 10]. In the case of lab-based uCT systems it is
necessary to use contrasting agents for increasing X-ray absorption of soft tissues. There are various
methods that are using contrasting agents for staining of biological samples [11]. Phosphotungstic
acid (PTA) was utilized as standard histological technique for light and electron microscopy due
to its capability to increase the contrast of soft versus mineralized tissues or different type of
soft tissues [12—14]. PTA also confers strong X-ray contrast when attached to the collagens and
fibrils [12, 13], and to various other proteins. It is considered to be suitable for visualizing soft
connective tissue in general [15]. Here we found that cartilage is stained significantly weaker in
comparison to surrounding tissue, therefore we took the advantage of that for discriminating and
outlining cartilage in uCT analysis.

Another step important for successful uCT is the mounting of the biological sample. Itis crucial
to have the sample fixed appropriately during the uCT scanning. Even a minuscule movement
destroys the tomographic measurement and results in artefacts in the reconstructed tomographic
cross-sections. It happens if samples are floating in aqueous or alcohol surrounding. Minimization
of background can be reached by mounting the samples to hydrogels based on agarose, gelatine or
alginate and by mechanical fixation of samples in standard laboratory equipment, like plastic tubes
or polyimide tubes that are not very contrasting for X-rays.

If the contrast is sufficient, it is straightforward to visualize the 3D volume rendering of different
features of the sample using proper tomographic software. The differentiation of these features is
simply based on setting the appropriate gray values or gray value intervals in image histogram.
However, it is difficult to set threshold for cartilage. As it was mentioned above, the cartilage is
stained significantly weaker in comparison with surrounding tissue, so only its border is detectable
(figure 1). In this case, data processing cannot be fully automated yet, but using suitable software
tools enable relatively fast and precise manual segmentation of the craniofacial cartilage.

Here we present the whole process of reverse engineering of mouse embryo nasal capsule
including staining and tomographic measurement combined with the advanced data processing for
creating 3D model and its printing.



Figure 1. Reconstructed tomographic cross section of mouse embryo. Arrows show cartilage of nasal
capsule. The length of the scale bar is 0.4 mm.

2 Materials and methods

2.1 Preparation of samples for micro CT measurements, staining

Our staining protocol has been modified from protocol developed by Brian Metscher [15]. After
excision, the 15.5 days old C57BL strain mouse embryos were fixed with 4% formaldehyde in
phosphate buffer saline (PBS) for 24 hours at +4°C. Samples were then washed with PBS and
dehydrated by ethanol grade (30%, 50%, 70%), each concentration for 1 day.

We experimentally found out the best tissue contrast and penetration with PTA (10026-APO0,
Lach-Ner, Czech Republic) dissolved in 90% methanol (21190-11000, Ing. Petr Svec-PENTA,
Czech Republic). Therefore we transferred the samples from 70% ethanol (71250-11000, Ing. Petr
Svec-PENTA, Czech Republic) to ethanol-methanol-water mixture (4:4:3) and then into 80% and
90% methanol, each bath for 1 hour. After that, 0.7% PTA-methanol solution was used to stain the
samples for 6 days and exchanged every day with the fresh one.

The staining was followed by rehydration of the samples in methanol grade series (90%, 80%,
70%, 50% and 30%) to end up in sterile distilled water. After that, rehydrated embryos were
embedded in 0.5% agarose gel (A5304, Sigma-Aldrich) and placed in 1.5 ml polypropylene tubes
to avoid the movement artefacts during X-ray computer tomography scanning.

2.2 CT measurement and gathering data for 3D printing

The polypropylene tube was fixed on a plastic rod by a silicone gun. The rod was mounted in the
chuck which provides the position of the sample in rotation axis (figure 2). The uCT scanning
was performed using laboratory system GE Phoenix v|tome|x L 240 (GE Sensing & Inspection



Figure 2. Fixing the sample for uCT measurement. A — flat panel detector; B — X-ray tube; C —
aluminium filter; D — embryo embedded in agarose gel in the tube; E — chuck.

Technologies GmbH, Germany), equipped with a 180kV/15 W maximum power nanofocus X-ray
tube and high contrast flat panel detector DXR250 with 2048 x 2048 pixel?, 200 x 200 um? pixel
size. The exposure time was 900 ms in every of the 2200 positions. The utilized acceleration
voltage and X-ray tube current were 60kV and 200 uA, respectively. The beam was filtered by
the beryllium window of the X-ray housing and by 0.2 mm of aluminium filter. The voxel size
of obtained volume was 5 um. The tomographic reconstruction was realized using 3D computed
tomography software GE phoenix datos|x 2.0 (GE Sensing & Inspection Technologies GmbH,
Germany). The data processing was realized in software VG Studio MAX 2.2 (Volume Graphics
GmbH, Germany). Segmentation of nasal capsule was completed manually (approx. 8 hours of
segmentation). The “smoothing” tool, with strength 20 was used to smooth the virtual 3D model
in order to get rid of inaccuracies.

2.3 Additive manufacturing — 3D printing

The Parts have been manufactured by ZPrinter 650 (Peak Solutions, U.S.A.). Building volume is
254 x 381 x 203 mm and layer thickness was established to 0.1016 mm. Color printing resolution in
x and y directions is 600 x 540 dots per inch (DPI) and the minimum feature size is also 0.1016 mm.
All data were adjusted in the 3D printing software ZPrint 7.15 (Peak Solutions, U.S.A.).

The STL data generated from puCT measurements were scaled 50 times directly in the 3D
printing software. Monochromatic green color, the same color that was used as a virtual color in
VG studio MAX 2.2 software, was chosen. The printer spread 716 layers of plaster based powder,
where each layer was bound by five Hewlett Packard print heads (CM YK binders + one Clear binder)
with the resolution of 600 x 540 DPI. After 6 hours and 15 minutes the printing was finished and
the printer dried up the part still surrounded by the powder in the building chamber. Dry part
was carefully removed from the powder by vacuumer and brush and depowdered by compressed
air in the post-processing unit. It was infiltrated by cyanoacrylate using drizzle method to give it
additional strength, durability, and color vibrancy.



Figure 3. The obtained data from the uCT measurement. The cross section in two perpendicular planes and
the 3D render of the whole 15.5 days old embryo. The length of the scale bar is 3 mm.

Figure 4. Comparison between automatic (yellow) and manual (green) segmentation. The length of the
scale bar is 0.5 mm.

3 Results

The overall procedure is demonstrated on a representative 15.5 days old mouse embryo stained by
PTA. The uCT measurement had a satisfactory contrast for the overall 3D render of the mouse
embryo (figure 3).

Gray value intervals for border of the cartilage was not sufficiently pronounced for automatic
segmentation (figure 4). The manual segmentation was realized in one direction across the sam-
ple, along the cross section shown in figures 1 and 5, denoted x, y in figure 5. Using manual
segmentation, a 3D model of a nasal capsule was created (figure 6).



Figure 5. Using the “smoothing” tool. Blue line — before the application of the tool, green line — after
the smoothing. The upper part shows the cross section y, z, perpendicular to the cross section x, y in which
the segmentation was realized. The smoothing was controlled in the cross section x, y (bottom image) by
comparing the segmented and smoothed data. The length of the scale bar is 0.35 mm.

Segmentation along one cross section caused disfluencies in the perpendicular cross section y,
z (figure 5). After the segmentation these visible distinct inaccuracies were smoothed and fluent
model was obtained. The smoothing parameter was optimized that way to preserve the small details.
This was controlled by comparison with the original tomographic cross sections x, y (figure 5 and 6).

The finished virtual 3D model was exported to STL format for 3D printing. The printed 3D
model is compared with the STL model in figure 7.

Figure 8 shows the comparison of the printed 3D model of an olfactory system with the human
hand.

4 Discussions and ongoing work

Even if the proper combination of different techniques may represent a breakthrough with clinical
significance, the use of advanced techniques in multi-disciplinary biological research is nowadays
still a challenge [16]. Using uCT, stereolitography computer-aided design (STL CAD) modeling
and matrix-assisted laser desorption-ionisation — time of flight mass spectrometry (MALDI-TOF



Figure 6. Segmented models without smoothing (left) and with smoothing (right). The length of the scale
bar is 0.5 mm.

Figure 7. Comparison of the STL model (left) with the 50:1 upscaled model from 3D print (right). The
scale bar is 0.4 mm (left) and 2 cm (right).

Figure 8. Comparison of the object from 3D print with human hand.



Figure 9. Segmented parts of 17.5 days old mouse embryo by using uCT. A — brain with spinal cord; B —
cranium; C — upper jaw; D — lower jaw; E — upper limb; F — liver. The length of the scale bar is 4 mm.

MS) we recently confirmed the causative role of absorbable suture material in the pathogenesis of
hollow channel structures in some canine compound uroliths [17]. The straightforward combination
of uCT with 3D printing is however more common in medical practice [18-20]. In [18] the medical
uses of 3D printing are reviewed, with the main emphasis on surgical training, special surgical
planning and prosthetics applications. The overview of the main requirements for medical imaging
affected needs of additive manufacturing (AM) formerly known as rapid prototyping is reviewed
in [19]. It is shown that successful clinical cases of AM rely heavily in multi-disciplinary approach,
i.e. on efficient collaboration between various disciplines, as operating surgeons, radiologists and
engineers. The review also intends to narrow the potential communication gap between radiologists
and engineers who work with projects involving AM by showcasing the overlap between the two
disciplines. The possibilities to apply 3D printers in veterinary medicine are explored and illustrated
in review [20]. It is stated that the increased use of this technology in human medicine together
with the decreasing cost are making 3D printing more affordable also for veterinary use.

Combining the uCT imaging, and 3D printing with tissue staining, the possibilities of reverse
engineering are very broad. Here we created the real 3D cartilage model of the 15.5 days old mouse
embryo to show that these techniques are suitable for demonstrating the complexity of biological
structures (figure 9).



Using 3D printers, the physical exploration is extending observation of the samples by viewing
from all sides, sensing surface roughness and wall thickness. Simple visualization of images on a
computer does not allow all of these qualities for research, demonstrations and educational purposes.

Definitely, it is not easy to orient in such sophisticated geometry using only imagination
even empowered by visualizing software. Researchers also may focus on developmental shape
transformations of spine, limbs etc. The inner ear with its complex structure could be another part
of the cartilaginous tissue suitable for such reverse engineering.

With sufficient resolution allowing the segmentation, one uCT scan lasts about 2 hours. The
relatively short scanning time gives an opportunity for creating entire real anatomical atlases or
databases allowing researchers to browse in different structures, mutants etc. In addition, after one
scan, objects can be printed in different scales or colors, which can also be used for educational
purposes [18]. 3D print is a rapidly evolving technology and several methods exists like STL, digital
light processing (DLP), laser sintering and laser melting, extrusion of thermoplastic material etc.
Using this technology it is affordable to make such a collection.

uCT also enables to display another soft tissues — liver, heart, gray matter i.e. brain and spinal
cord (figure 7). uCT so can complete other techniques that can image 3D structures (e.g. MRI,
optical projection tomography [18] or high resolution episcopic microscopy). Using the specific
advantages of each of these methods a complex and sophisticated 3D structure can be visualized
and subsequently printed on 3D printers.

5 Conclusions

Here we have demonstrated the comprehensive process of the reverse engineering of mouse embryo
nasal capsule. For this feasibility study a 15.5 days old mouse embryo was chosen as a representative
sample that was contrasted by phosphotungstic acid. It was shown that the combination of micro
computed-tomography with 3D printing brings new possibilities for exploring and understanding
the processes in craniofacial development. Combination of these two methods can be also useful
for various studies in developmental, comparative and quantitative biology.
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An interactive and intuitive
visualisation method for X-ray
computed tomography data of
biological samples in 3D Portable
Document Format

Markéta Tesafova(®?, Eglantine Heude®?3*, Glenda Comai®?3*, Tomas Zikmund ®?,
Markéta Kaucka®>5, Igor Adameyko®$, Shahragim Tajbakhsh®3* & Jozef Kaiser(®"

3D imaging approaches based on X-ray microcomputed tomography (microCT) have become
increasingly accessible with advancements in methods, instruments and expertise. The synergy of
material and life sciences has impacted biomedical research by proposing new tools for investigation.
However, data sharing remains challenging as microCT files are usually in the range of gigabytes and
require specific and expensive software for rendering and interpretation. Here, we provide an advanced
method for visualisation and interpretation of microCT data with small file formats, readable on all
operating systems, using freely available Portable Document Format (PDF) software. Our method is
based on the conversion of volumetric data into interactive 3D PDF, allowing rotation, movement,
magnification and setting modifications of objects, thus providing an intuitive approach to analyse
structures in a 3D context. We describe the complete pipeline from data acquisition, data processing
and compression, to 3D PDF formatting on an example of craniofacial anatomical morphology in

the mouse embryo. Our procedure is widely applicable in biological research and can be used as
aframework to analyse volumetric data from any research field relying on 3D rendering and CT-
biomedical imaging.

One of the formidable phenomena in developmental biology is how the shape diversity observed among living
organisms is defined and controlled during development and growth. Embryonic patterning is a highly dynamic
process implicating multiple molecular mechanisms and cell interactions at the basis of organ formation. In the
human embryo, defects in such cellular processes can affect the developmental program leading to congenital
disorders. Congenital defects have an incidence of 3% in the human population' and they are causal for up to
one-quarter of all reported neonatal deaths?. Thus, contextual visualisation of embryonic development is critical
to elucidate the origins of malformations.

Multi-disciplinary collectives composed of clinical doctors, biologists, engineers and imaging experts are
currently pushing forward the understanding of biological questions using three dimensional (3D) approaches.
While the analysis of histological sections remains a mainstay in developmental biology, the reconstruction of
3D volumes from 2D slices has provided important information to understand morphogenesis in mouse and
human embryos®=°. Non-destructive technologies such as 3D imaging by confocal microscopy and light sheet
methods”~, optical projection tomography (OPT)!*-'? and micro-computed tomography (microCT)"*-¢ consti-
tute emerging powerful methods to analyse the topography of developing structures in 3D context, to gain insight
into the pathogenesis of congenital disorders. However, one major challenge of 3D approaches is sharing of com-
plex datasets effectively and intuitively between colleagues from different fields for discussion, and ultimately
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Figure 1. Overview of the method pipeline described in this study.

presenting them in a publication format. Generally, 3D datasets need special software for visualisation or are
reduced to 2D pictures in which important information might be lost.

The study of the developing head constitutes a good example of the need for 3D approaches given its com-
plex anatomy. The craniofacial region is built of diverse embryonic cell types giving rise to hard and soft tissues
including skeletal, muscular and nervous components!'’. The final shape of the face strongly depends on the
geometry of the skeletal elements and their interaction with adjacent soft tissues such as muscles and the nervous
system!'>!°. Numerous congenital craniofacial abnormalities affect the form and function of the face and explana-
tions of these malformations still await the fundamental understanding of the underlying failure of morphogene-
sis'®. The microCT approach followed by 3D reconstruction has enabled high-quality information of the complex
morphological aspects of head and face development'>®.

To facilitate assimilation and visualisation of microCT datasets, interactive 3D Portable Document Format
(PDF) has been used in different field including in developmental biology®'*%, in human physiology and anat-
omy**'~%, in entomology** and marine biology***. However, a major limitation of previously published methods
is the requirement of advanced programming skills and/or installation of further prepaid software packages?'.
Most of these approaches depend on the use of Adobe Acrobat Pro Extended software*®!%2*-28 or JavaScript
programming language®?’.

Here, we provide an alternative, user-friendly way to create interactive 3D PDF files from microCT datasets
taking the complexity of mouse craniofacial anatomy as a model example. Our innovative and efficient pipeline
comprises microCT data acquisition, segmentation and final establishment of a 3D PDF using a combination of
free and pre-paid software. The resulting file can be viewed with standard PDF viewers and offers an interactive
interface for microCT data sharing, analysis and presentation.

Pipeline for the Creation of Interactive 3D PDF
To create an interactive 3D PDF from microCT data, the critical steps are: (i) chemical contrasting of biological
samples if soft tissues are to be visualized, (ii) data acquisition and (iii) CT virtual reconstruction (Fig. 1). This is
followed by data processing, the most critical step consisting of segmentation, surface extraction, adjustment of
segmented 3D models, and conversion into a final interactive PDF file. Here, we provide a detailed description of
each step of the pipeline (see also Supplementary Material 1).
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Figure 2. Tomographic measurements and segmentation of craniofacial structures in a mouse embryo 15 days
post-fertilisation. Colour planes on 3D models (left panels) indicate the position of the raw tomographic slices
(middle panels) and some segmented structures (right panels) including the central nervous system (purple),
the lens (dark blue), the dental placodes (light blue) and extraocular muscles (red).

X-Ray Microtomography Measurement
MicroCT is an established technology for imaging mineralized tissues in animal specimens. However, its use in
comparative morphology has been limited by the low intrinsic X-ray contrast of non-mineralised soft tissues. To
overcome this problem, methods have been developed to increase tissue contrast, including chemical treatment
with contrasting agents?*’, phase-contrast imaging®' - or dual-energy computed tomography (DECT)?".
Chemical contrasting treatments have mostly been applied for the characterization of musculoskeletal tissues
on small fixed samples. For in vivo CT imaging including clinical diagnoses, non-toxic iodine-based contrast
agents (e.g. iohexol or hexabrix) are used for the analysis of the cardiovascular system and cavities, but not for
direct analysis of muscle tissues®***. Clinical CT imaging of the musculoskeletal system is commonly performed
without a contrasting agent, thereby limiting the analysis to discrete soft organs*’. Therefore, on small fixed sam-
ples, multiple contrasting protocols have been used, each with its own advantages and limitations*"*2. The stain-
ings based on iodine, osmium or the toxic phosphotungstic acid (PTA) are the most commonly used**. For the
pipeline proposed here on the study of craniofacial mouse development, we propose the use of PTA contrasting
treatment that permits high contrast imaging of a wide variety of soft and mineralised tissues composing the
mouse head (Fig. 2). However, microCT data obtained with other contrasting agents or in their absence, such
as clinical data or data from non-biological specimens, will be equally ameneable for the subsequent steps of the
3D PDF pipeline.

Data Processing

Following the acquisition of high-contrast tomographic slices, the segmentation of complex craniofacial struc-
tures constitutes a major challenge. Fully-automatic approaches have been tried and were generally unsuccessful®.
Thus, the manual approach is usually the only method available to achieve precise and accurate segmentations*.
However, some semi-automatic methods such as local segmentation or interpolation between manually seg-
mented slices can be used*>*¢. For verification of the accuracy of manually segmented structures, Fig. 2 shows
both original and segmented tomographic slices. This approach permitted the segmentation of soft tissues such
as eyeballs, extraocular muscles and the central nervous system, as well as of hard tissues including the chondro-
cranjum, bones and future teeth (dental placodes) (Fig. 3).

For 3D volume rendering, it is then more convenient to use 3D mesh formats rather than a stack of 2D images.
3D mesh formats represent a series of 2D polygons (typically triangles or quadrangles) linked together to recre-
ate the surface of a 3D object?. It encodes the 3D model’s geometry, colours, textures, etc. For further work, the
segmented masks need to be transferred to the meshes. Most software can transfer the mask into a wide range of
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Figure 3. Surface rendering of segmented structures in a mouse embryo 15 days post-fertilisation. Structures of
interest are colour-coded.

equivalent formats. However, only some of the formats contain information about the colour (e.g. OBJ, VRML
and STEP) which is important for the visualisation of several structures in one model. Other formats represent
only the mesh (e.g. STL and Matlab m-file).

Another problem to be solved is the size of the model (i.e. the number of faces in the mesh). When transfer-
ring the segmented mask into the mesh, an unnecessarily large number of faces can be created. Comparison of a
different number of faces and corresponding size can be found in Fig. 4. Surprisingly, reducing by four times the
number of faces does not significantly compromise details in the 3D models. Simple shapes such as the eyeball do
not show notable errors besides the slight deformation of the sphere. However, further simplification of complex
shapes, such as the chondrocranium and extraocular muscles (EOM), reduces the model quality and some details
are lost (Fig. 4, red arrows). Thus, depending on the structures analysed and the resolution needed, different face
reductions should be tested and validated before further analysis. Therefore, the compression of the data should
be customised according to the complexity of the model and the resolution of tomographic slices.

Among the 3D printing software, some free software enable colour modifications or mesh simplification.
Here, we made use of the Meshlab*’” and Blender*® packages for this purpose. Notably, the latter allows unifying
different sub-models into one mesh preserving the individuality of each object (see Supplementary Material 1 for
more details).

Creation of an Interactive 3D PDF

Once the models are colour-labelled and simplified, they are then converted into an interactive file. We exploited
3D PDF Maker Standalone® taking advantage of the pre-prepared model that provides an interactive window
in the PDF file by clicking on Add 3D button. Before embedding the model into an interactive file, the user can
prepare an ordinary PDF file using standard software (e.g. Microsoft Office, Apache OpenOffice etc.). This file
is used as a template showing, for example, individual structures or predefined views. These areas (i.e. images or
signs) are taken into life in 3D PDF Maker by assigning whatever area in the page to specific view/structure (see
for more details Supplementary Materials 1 and 2).

The model document presented here (Supplementary Material 3) consists of four predefined views (ventral,
dorsal, lateral and medial) and a possibility of showing individual craniofacial structures (brain, cartilage, bone
and teeth). It helps to manipulate the 3D model and can be set according to the areas/views of interest that are
important to show. For example, for better visualisation, some structures can be set to the semi-transparent mode,
or structures can be switched on/off individually in the model tree. The interactive 3D PDF also allows the user to
rotate, turn and pan the model, change the pre-defined 3D-rendering, change the lights and background colour
or add a virtual cross-section on the model.
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Figure 4. The number of faces affects the detection of details in chondrocranium, extraocular muscles (EOM)
and eyeball models. Red arrows indicate details in the 3D model that disappear with model simplification.

Discussion and Conclusion

Comparative morphological studies in the field of developmental biology have been challenging, but
contrast-enhanced X-ray computed tomography has brought new possibilities of high-resolution 3D visualis-
ation'>1%%0 In this study, we present a detailed, user-friendly protocol for the surface rendering of craniofacial
structures including soft tissues (muscles, eyeballs, central nervous system) as well as of hard tissues (cartilages,
bones and teeth), with a step-by-step procedure from sample collection to the creation of an interactive 3D PDE.
The final PDF is readable on all operating systems with the free standard AdobeReader®/AcrobatReaderDC
(Adobe Inc., California USA).

Our 3D reconstruction methodology has already shown its utility and strength for visualisation and pheno-
typic analysis of complex structures such as the neck musculoskeletal system*® and nasal capsules of control and
mutant mouse embryos!®. Therefore, a user-friendly method for creating such files will be of great utility for biol-
ogists. In addition, our procedure can be used as a framework to analyse volumetric data for any field of research
that relies on 3D rendering, e.g. for visualisation of volumetric information of geological samples by laser-induced
breakdown spectroscopy’'.

The use of interactive 3D PDF files has a great potential for data sharing, communication and publications?,
but is still sparsely used. We believe that our work will inspire researchers working with 3D imaging to present
their data in such a user-friendly format.

Methods

Use of experimental animals. All animal work was approved and permitted by the Local Ethical
Committee on Animal Experiments (North Stockholm Animal Ethics Committee) and conducted according to
The Swedish Animal Agency’s Provisions and Guidelines for Animal Experimentation recommendations. Mice
were sacrificed with isoflurane (Baxter KDG9623) overdose or cervical dislocation, and embryos were collected
into ice-cold PBS. Subsequently, tissue samples were fixed into freshly prepared 4% paraformaldehyde (PFA) in
PBS solution for 24 hours at 44 °C with slow rotation and washed in PBS.
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Tissue contrasting. Staining protocol has been adapted and modified from the original protocol developed
by Brian Metscher laboratory®**. After fixation, the samples were dehydrated in increasing concentration of eth-
anol series (30%, 50%, 70%, 90%), one day in each concentration to minimise the shrinkage of tissues. For tissue
contrasting, samples were then transferred into 1% PTA (phosphotungstic acid) in 90% methanol for three weeks.
The PTA-methanol solution was changed every two days. Subsequently, the samples were rehydrated by ethanol
series (90%, 70%, 50% and 30%) and shipped to the CT-laboratory for scanning.

X-ray microCT measurements.  After fixation and contrasting treatments, samples were fully rehydrated
in distilled water, embedded in 1.0% agarose gel and placed in a polypropylene tube to avoid movement artefacts
during tomography scanning. The polypropylene tube was fixed on a plastic rod by a silicone gun. The rod was
put in the centre of the rotation stage axis. The microCT scanning was performed using the laboratory sys-
tem GE Phoenix v|tome|x L 240 (GE Sensing & Inspection Technologies GmbH, Germany) with a 180kV/15W
maximum power nanofocus X-ray tube and flat panel dynamic 41|100 with 4000 x 4000 px and a pixel size of
100 x 100 pm. The exposure time was 600 ms in each of the 2200 projections acquired over a total angle of 360°.
Three projections were acquired and averaged in every position to reduce the noise in the tomographic data.
Thus, the scanning time was 73 minutes. The acceleration voltage and current of the X-ray tube were 60kV and
200 A, respectively. The beam was filtered by a 0.2 mm-thick aluminium filter. The linear voxel resolution of the
measurement was set to 4.2 pm in all dimensions. The tomographic reconstruction was conducted using the soft-
ware GE phoenix datos|x 2.0 (GE Sensing & Inspection Technologies GmbH, Germany).

Data processing and analysis. Segmentation of craniofacial structures was performed semi-manually
in Avizo (Thermo Fisher Scientific, USA). We used some automatic tools using a region growing method and
thresholding on 2D slices. Segmentations were done on one of three to five slices, and the mask was interpolated.
Subsequently, the segmented models were smoothed in VG Studio MAX 3.2 (Volume Graphics GmbH, Germany)
according to*. The segmented mask was then exported into a mesh (*.OBJ format) and was colour-labelled and
adjusted in Meshlab*” and Blender software*. The colour-coded models were transferred into a pre-prepared PDF
file in 3D PDF Maker Standalone®. The detailed manual can be found in Supplementary Material 1. The use of the
interactive 3D PDF is available in Supplementary Material 2.

Data availability
The datasets generated during and/or analysed during the current study are available from the corresponding
author on reasonable request.
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One of the greatest enigmas of modern biology is how the geometry of muscular and skeletal structures
are created and how their development is controlled during growth and regeneration. Scaling and
shaping of vertebrate muscles and skeletal elements has always been enigmatic and required an
advanced technical level in order to analyse the cell distribution in 3D. In this work, synchrotron X-ray
computed microtomography (uCT) and chemical contrasting has been exploited for a quantitative
analysis of the 3D-cell distribution in tissues of a developing salamander (Pleurodeles waltl) limb — a key
model organism for vertebrate regeneration studies. We mapped the limb muscles, their size and shape
as well as the number and density of cells within the extracellular matrix of the developing cartilage.
By using tomographic approach, we explored the polarity of the cells in 3D, in relation to the structure
of developing joints. We found that the polarity of chondrocytes correlates with the planes in joint

. surfaces and also changes along the length of the cartilaginous elements. Our approach generates data

. for the precise computer simulations of muscle-skeletal regeneration using cell dynamics models, which

© is necessary for the understanding how anisotropic growth results in the precise shapes of skeletal
structures.

Several experimental techniques have recently been used for the visualization of cells in three dimensions (3D).
These techniques usually use electromagnetic radiation with wavelengths of visible light or X-rays (wavelength
107°-107m). Mainly due to the shape and composition of the investigated samples, all imaging methods have
their own advantages and limitations. The 3D biological structures, in their natural shape, may be thick and highly
© scattering, preventing e.g. light from penetrating them without significant distortion. Advanced light microscopy
. techniques can image thicker biological specimens at a high spatial resolution such as confocal microscopy, mul-
- tiphoton microscopy, and optical coherence tomography'.
: Confocal microscopy is considered to be one of the most convenient techniques for imaging cells in 3D.
Moreover, this method has also been used specifically for the study of cell columns in the articular cartilage
- of rats®. Also, an in vivo study of the collagen matrix was performed by high-resolution fluorescence confocal
. microscopy’. However, in vivo, fluorescence imaging or the immunostaining of labelled specific cells* have high
. requirements for the sample preparation. Moreover, fluorescence-based techniques are used to visualize a fluores-
cent marker that was targeted to the structure of interest. The auto-fluorescent properties of the cells can provide
. sufficient contrast to allow for the identification of the desired structures'. However, they cannot be used for all
© types of tissues, which can limit the utilization of this technique.
: Additionally, imaging techniques based on the scattering of light are not suitable for imaging larger samples,
e.g. the whole limbs of vertebrates. The penetration depth of confocal microscopy is limited to less than 100 um>*.
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Surface imaging microscopy has been compared to confocal microscopy imaging in order to visualize larger sam-
ples, such as whole embryos’. Despite the high spatial resolution for the whole body of an embryo, the method is
destructive and highly demanding in terms of sample preparation.

A deeper sample penetration for 3D imaging can be achieved by multi-photon microscopy. This technique
provides deep penetration mainly because of a scattered signal of photons which results from localized nonlinear
signal generation. It can allow for optical sectioning in samples on a millimeter thickness scale, depending on the
tissue type®. Such a thickness is comparable with the size of the skeletal elements of some embryonic vertebrates.
However, this method cannot be applied to biological samples in general. The three-dimensional resolution of a
two-photon excitation microscope is identical to that achieved in an ideal confocal microscope, i.e. hundreds of
nanometers’.

Optical coherence tomography is a technique, which is capable of obtaining images from even thicker tissue
samples!®. On the other hand, the spatial resolution is lower (of the order of 5-10 um)!'"*2, which is not sufficient
for a quantitative analysis of single cell distribution in vertebrates.

A number of improvements have developed in X-ray-based methods for cellular imaging. X-rays can pene-
trate cells and thick tissues (from millimeter- to centimeter-sized samples) without the need for sectioning the
sample and it is possible to generate quantitative 3D data with spatial resolution of up to several dozen nano-
meters on the selected regions of interest'*~1°. Soft X-ray microscopy or tomography and coherent diffractive
imaging are techniques that examine even the subcellular structures. The soft X-ray microscopes usually use
wavelengths in the so-called water window - the region of the spectrum between the K shell absorption edges of
carbon and oxygen, which are the typical components for biological tissues. Carbon and nitrogen compounds
absorb these X-rays more than water'>'®. However, visualizing an entire organ or a developing limb would gen-
erate an inhibitive amount of data. The feasible approach must allow for the 3D imaging of a large field of view
(millimeter scale) with the eventual possibility of zooming into areas of interest!”.

X-ray computed microtomography (uCT) is a non-destructive imaging method that provides high spatial
resolution (from micron to sub-micron scale) of 3D data for samples with the size ranging from sub-millimeter
to several millimeters. The result is a map of the X-ray attenuation coefficient within the sample volume and, if
certain experimental conditions are fulfilled, then also phase changes can be detected'®!°. Recent developments
of this method have significantly advanced biological imaging.

In synchrotron facilities, the small angular source size, the high intensity and the nearly-parallel geometry of
the X-ray beam makes it possible to obtain not only a high spatial resolution on the macroscopic samples, but also
to exploit the transverse coherence properties of the X-ray beam. This allows a very simple experimental approach
to be used in the propagation-based phase-contrast imaging (PCI)?**?!. By using synchrotron radiation, uCT
measurements of the different regions of the large-scale objects (centimeter range) can be imaged at high spatial
resolution (on the micron scale)**-?8. Furthermore, the application of PCI techniques could allow different tissues
with similar chemical compositions and radioscopic density, to be distinguished?**°.

Staining with heavy elements such as iodine, tungsten or osmium-based compounds®'* also enhances
the contrast within the various types of tissues using advanced puCT instruments (either laboratory or
synchrotron-based). A PCI of biological samples can be employed even for unstained samples®-**. However, the
combination of phase-contrast with the increasing X-ray absorption contrast by staining gives excellent image
quality with better voxel resolution than absorption uCT setups*>2S.

The patterning of skeletal elements during limb development in salamanders differs from other tetrapods™.
Salamanders show an anterior or preaxial dominance in the order of formation and ossification of the zeugopo-
dial and autopodial elements. Moreover, some proximal elements condense later than proximal ones®, which is
definitely isolated from the familiar order of proximal to distal limb development in other tetrapods. In contrast
with mammals, salamanders have a remarkable ability to regenerate their extraordinary range of body structures
such as limbs, tails, retina, and spinal cord, along with some sections of the heart and brain®. Limb regeneration
depends on the formation of a blastema, which is a pool of progenitor cells that arise after amputation. Blastema
cells redifferentiate, proliferate and then restore the structured limbs*. The basic anatomy of the salamander
joints, with the apposed, articular surfaces between the adjacent long bones, encapsulated by the connective
tissues, is very similar to mammals**-2,

In many cases, the oriented cell dynamics and proliferation play an essential role in shaping and scaling, but
the directional deposition of the matrix in the bone and cartilage is not very well understood. The majority of
work so far has concentrated mainly on the analysis of the epithelial or migratory mesenchymal populations
during limb or facial development, which has produced important knowledge on the asymmetric proliferation of
mesenchyme and convergent extension processes in shape-making, in general**-**. However, the sculpting of pre-
cise and highly complex cartilaginous structures has not been recently focused upon except for several published
works**~°, Despite attention to the cartilage shape, current works do not provide any comprehensive explanation
for shape-making, but rather focuses on the importance of a multitude of factors for different aspects of cartilage
and mesenchyme development with some general impact on shape.

Muscle is a tissue that lies immediately next to the developing cartilage tissue in the embryo and remains
in close proximity to the cartilage template after birth®*%. On the one hand, the mechanical forces, induced by
muscle contraction, seem to directly influence the morphogenesis regulation. Animal models, where muscle
contractions have been removed or altered, and mouse mutants, without forming skeletal muscles, have led to
the underdeveloped and misshapen skeletal elements®. Similar to humans, a short stature and scoliosis are com-
mon features in children with Duchenne Muscular Dystrophy>*. Moreover, the immobilized muscle can also
lead to joint structures loosening, such as a cavity, articular surfaces and patella®™. On the other hand, muscle
cells can release biochemical signals to regulate the cartilage gene expression indirectly®. It is still unknown how
the precise, three-dimensional shape of skeletal elements is established, scaled up and what is the interaction
in muscle and cartilage development. Finding a way to visualize and analyse cell distribution in 3D would be a
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Figure 1. Comparison of the tomographic slices of a P. walt] forearm obtained by conventional and
synchrotron uCT. Despite near-cellular resolution, the employed conventional uCT setup does not provide
sufficient resolution for the automatic counting of cells with necessary accuracy. (a) Tomographic slice of the
limb, the red area shows detail of one finger, (b) reconstructed slice obtained by phase-contrast uCT at the
SYRMEP beamline of the Elettra synchrotron facility, yellow arrows show cells of skin epithelium, green arrows
show nuclei of cartilage, (¢) 3D visualization of a limb with red plane representing the same plane of interest of
tomographic slices: (d) Data obtained by conventional uCT and (e) by synchrotron puCT.

great step forward to answering these biological issues. 3D morphological characterization at cellular resolution
using synchrotron-generated X-rays has already been successfully demonstrated. Furthermore, the spatial distri-
bution of single cells inside the articular cartilage has been proven on stained* and unstained samples®”. Other
tissues, such as Purkinje cells in the brain, were quantified using automated cell counting®®. However, previous
approaches did not suffice in analysing cell polarization and the complex organization of multiple tissue types
simultaneously with other 3D-analysis.

Here, we took advantage of the synchrotron-based X-ray pCT technique in combination with chemical con-
trasting in mapping the actual cells, their orientation and extracellular matrix distribution in 3D, during salaman-
der (Pleurodeles waltl) limb development in the simultaneous analysis of cartilage and muscles. We decided to
use the larval limb of a Spanish ribbed newt because it is a promising emerging model of limb regeneration and
development®. The developing cartilages of P. waltl limbs are of the suitable size and are in the active growing
and shaping phase. Our results demonstrated how the cell density and polarization within individual cartilagi-
nous elements can be measured highlighting the localized accumulations of the extracellular matrix and changes
in cell distribution and polarization during cartilage development. The method allowed for the mapping and
3D-reconstruction of several different tissue types at the same time, which is essential for understanding the
development of a muscle-skeletal system. This study is a proof of the principle which shows the opportunity to use
this type of analysis for exploring and modeling the development of skeletal structures with single-cell resolution.

Results

X-ray microtomography measurements. The conventional X-ray pCT was exploited for overview
experiments and the 3D visualization of developing P. waltl limbs stained with phosphotungstic acid (PTA). Here,
we achieved an exceptional quality in chemical contrasting of the samples. However, the employed, conventional
uCT instruments, did not provide sufficient resolution for a quantitative analysis and counting every single cell.
Nevertheless, the resolution delivered by conventional uCT, gave basic information about qualitative cell distribu-
tion in the cartilage element (Fig. 1a,d). Though the information was only near-cellular, it was possible to detect
some cell nuclei inside the limb.

The high photon flux, X-ray beam geometry and high spatial resolution (down to 1 um) of synchrotron pCT
achieved the cellular resolution for a quantitative analysis of cell distribution (see Fig. 1b,e). Moreover, the pos-
sibility to perform PCI experiments allowed the borders of cells in cartilaginous elements to be distinguished. A
comparison of the same slice from conventional and synchrotron X-ray uCT is reported in Fig. 1. A video of raw
tomographic slices obtained by synchrotron pCT measurement is in Supplementary Material 1.
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Figure 2. Automatic segmentation of skeletal elements performed by ABSnake®>. (a-c) Shows the contour
applied to non-filtered tomographic slices; however, rough borders caused errors. (d-f) Shows the contour
applied to a filtered image. The mask was obtained without any errors and the shape of the resulting data
appears almost perfect. (g-i) Blob analysis in the Pore3D software®. (g) One of the reconstructed slices used for
the analysis, after the application of the 3D K-means clustering algorithm, (h) the results of the blob analysis,

(i) the eroded segmented image. Red arrows indicate two nuclei of the cells that were connected within the blob
analysis. The erosion of the binary image splits the blob into two parts. Yellow arrows show the light border of
the cartilaginous element which should not be counted in the analysis. The erosion of the image also solved this
problem.

Data processing and analysis. Obtaining high-contrast tomographic data is the first step in 3D analysis.
By chemical contrasting, the cartilage is significantly less stained in comparison to the surrounding tissue, which
leads to easier discrimination and outline of cartilage in uCT data*®-"%, The reason is that PTA provides a strong
X-ray contrast as it is attached to proteins such as collagens and fibrils®"%2. Another important part is the data
processing and analysis of the reconstructed tomographic volumes. Post-reconstruction data treatment requires
segmentation of the investigated cartilage or bone elements by applying the appropriate algorithms for distin-
guishing every single cell in the desired area and then its quantitative analysis.

First, the detection and separation of a cartilaginous element is needed with segmentation. Conventional
segmentation algorithms using the region growing method®® are not suitable, due to the white spots inside the
cartilage. These spots represent cell nuclei. Here, we applied the freeware image analysis software Image]* with its
plug-in ABSnake®>%. The next steps are to determine the starting contour for segmentation, the gradient thresh-
old to be used in edge detection and the number of iterations of the segmentation cycles. Nevertheless, by apply-
ing a contour on the non-filtered tomographic slices, the iteration process does not converge to the border of the
cartilage (Fig. 2a—c). This is due to the light spots (cell nuclei) in the cartilage body. Thus, the segmentation is not
precise enough for the analysis. To avoid this problem, the contour is applied on the 3D median-filtered images.
By filtering, the iteration procedure converges and the result of the process is the definition of the cartilage border.
The final contour is smooth and perfectly copies the border of the cartilage body (Fig. 2d-f). The segmented data
(cartilage element) can then be utilized for further analysis.

The next step for the quantification of cells was to count the cell nuclei represented by light spots in the image.
For this purpose, the Pore3D software library®” developed at Elettra, was employed. The 3D K-means clustering
algorithm was used to sort data into three classes. The K-means algorithm converts an input image into vectors of
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Figure 3. (a,b) 3D visualization of cartilaginous elements from a developing P. waltl limb forearm. White spots
represent cell nuclei. ¢) Quantitative analysis allowed the determination of cell number, average size (given

by ratio of volume of the whole element and number of cells), density and the volume of each cartilaginous
element. The difference between diaphysis and epiphysis is evident: the density of cells in the diaphysis is half in
comparison with the density in the epiphysis.

equal size and then by minimizing the sum of the squared distances from all points in a class to the class center®.
This way, the binary images were obtained for the nuclei of cells, extracellular matrix and the background. The
binary image for the class, representing the cell nuclei (binary large object — blob) is shown in Fig. 2h.

By comparing Fig. 2g,h, it is evident that some nuclei are connected into one blob. This example is shown
by the red arrows in Fig. 2. Moreover, some border segments of the cartilage are miss-detected as blobs (yellow
arrows in Fig. 2). To correct these analytical issues, the erosion of the 3D data is the next step. After this step, the
data is well suited to determine the number of cells (Fig. 2i). To obtain the final number of cells, the binary data of
cell nuclei after erosion (Fig. 2i) was implemented for further blob analysis®.

Basically, the limit of this type of analysis is determined by the resolution (spatial and contrast) of the system
and by the size of the analysed structure. The spatial resolution of the detection system and the detectability of the
given features of interest can be further influenced by working in phase-contrast mode”. In our 3D image pro-
cessing and analysis, the objects considered as cells and included in the computations, were those with size larger
than 3 pixels =27 voxels (=27 pm’ per blob). The video of segmented data is shown in Supplementary Material 2.

Biological results. Our analysis of developing ulna and radius cartilages from a P. waltl limb demonstrated
zonation that included a wide central region inhabited by the chondrocytes submerged in much larger amounts
of extracellular matrix as compared to developing epiphyseal regions defined based on the instant changes of a
cell density on a histogram. The cell number of these sparse chondrocytes in the central regions of both the ulna
and the radius appeared low, which could reflect the reduction of cell number by decreased proliferation and
acquisition of a hypertrophic stage. According to a classical model, epiphyseal chondrocytes continue prolifera-
tion longer than chondrocytes in a central region of a cartilaginous element and, consequently, show much higher
density according to our data (Fig. 3).
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Figure 4. Distribution of extracellular matrix and cell nuclei along skeletal elements. Top: distribution of the
area of extracellular matrix along the element. Middle: distribution of number of cells represented by the area
of cell nuclei. Bottom: ratio between the area of cell nuclei and the area of extracellular matrix; the red-dotted
line fits the data by a second order polynomial. The minimum of the parabola sits in the centre of the diaphyseal
regions.

Further analysis showed more detailed distribution of cartilage along the growing skeletal element. For each
slice, the area of the cell nuclei and area of the whole extracellular matrix were computed. Both structures showed
uneven distribution in the distal direction. Interestingly, the ratio between cell nuclei and extracellular matrix
areas changes (from approx. 0.1% to 0.01% - Fig. 4). The determined density of cells corresponds to the litera-
ture, which records estimated values for the cell density in cartilage between 30,000 and 110,000 cells mm ™ by
confocal imaging”' or digital volumetric imaging by Jadin et al.”>. However, the distribution in epiphyseal and
diaphyseal regions has not been further discussed.

A key advantage of synchrotron X-ray pCT measurements enhanced by PTA staining is the large variety
of tissues that can be detected simultaneously. Information from all structures in a sample is included in one
dataset obtained by a single measurement, which determines the position of each structure within the sample
(Fig. 5, Supplementary Material 3). Efficient analysis can be done for a wide spectrum of tissues. This allows to
reveal connections between muscles and cartilage development simultaneously. The muscles showed incremen-
tal growth during the regeneration process in coordination with expanding cartilage and also appeared with
their corresponding attachment points at different timing. The development of muscles then might guide car-
tilage and joint formation”. Three developmental stages were observed in muscle-skeletal point of view. At the
youngest analyzed stage (41-42), only one small group of muscle around the elbow joint was found. However,
different muscle group (biceps brachii, triceps brachii, brachioradialis and flexor carpi radialis) were recognized
in the next two stages (Fig. 6b). Meanwhile, the elbow joint angle was decreasing with the development of mus-
cle. Interestingly, the decreasing angle between ulna and humerus was observed with increasing developmental
stages (Fig. 6a). Beyond question, the development of biceps brachii and brachioradialis may contribute to the
decreasing elbow joint directly (the physical function of biceps brachii and brachioradialis is to bend the elbow
joint). Another important finding is shape and position of the developing muscles. Surprisingly, there is no mus-
cle splitting at the youngest analysed stage (41-42). The muscle splitting occurs later together with shaping of the
cartilaginous joint. Furthermore, there is a correlation between the cell polarity inside the cartilage and splitting
of the muscles (Fig. 7). The chondrocytes next to the muscles attachment points have a higher cell polarity. In
another word, there is a correlation between the cell polarity inside cartilage and muscle attachment point. It is
natural to speculate the mechanical force from muscle stretch may be delivered to attach point and then influence
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Figure 5. (a,b) 3D visualization of soft tissues showing other structures in the sample. (c-e) Sample
segmentation showing cartilage (light blue), muscle fibers (red) and skin epithelium (yellow). (f-g) Clipping
planes on the 3D model showing segmented structures inside the sample.

Figure 6. (a) Development of cartilage of the joint for three different developmental stages. The angle between
ulna and humerus is decreasing with increasing developmental stage. (b) Visualization of joint simultaneously
with developing muscles for three developmental stages. There is a correlation between decreasing angle and
splitting of the muscles.
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Figure 7. (a) Polarization of the cells inside cartilage. There are polarized zones between diaphysis and
epiphysis for all cartilaginous elements: ulna, radius and humerus. Deviation angle 0° for ulna and radius was
set to the plane x, y and for humerus was set to the plane y, z; (b,c) Corresponding tomographic slices verifying
the computation of polarization; (d) Muscle attachment points in correlation with cell polarization; (e) Detail
of orientation of the cells: Superficial chondrocytes near surface (yellow arrow) are aligned with the developing
surface of the cartilage in the contrary of chondrocytes in the middle of the cartilage (green arrow).

local chondrocytes polarity (Fig. 7d). It gives rise to a thought that a hitherto unknown mechanism controls the
location and the density of chondrocytes together with cell polarity and muscle attachment points.

Our visualizations provided detailed information about developing joint surfaces at cellular resolution in 3D
in the regenerating salamander limb. Development of surface geometry correlated in time with the formation
of attached striated muscles. Orientation of chondrocytes in the developing joint, measured for the first time in
the entire 3D volume by using X-ray computed tomography, correlated with the changing curvatures of joint
surfaces. More generally, the resolution and differential contrast were sufficient to map the orientation of all
chondrocytes within the cartilage, which provided important foundation for future inference of the oriented cell
behaviour during cartilage shaping. Our results demonstrated that the predominant orientation of chondrocytes
in epiphyseal regions was different from rather central regions of the cartilage, where the cell density appeared
low. In addition to this, superficial chondrocytes in epiphyseal regions were aligned with the developing surface
of the cartilage (Fig. 7e).

Taken together, our biological results show that development of cartilage geometry (including forming joints)
correlates in time with developing skeletal muscles, which may influence the orientation of chondrocytes in epi-
physeal regions, and through this, and in accordance with previously published data’?, regulate morphogenesis
and fine shaping of specific regions in cartilage.

Discussion and Conclusion

In this study, we have demonstrated a novel, technical approach allowing for the quantitative analysis of polariza-
tion and 3D cell distribution inside the whole developing muscle-cartilaginous units from a regenerative animal
model. This approach is based on the chemical contrasting of samples with PTA, followed by a high-resolution
X-ray microtomography (WCT) measurement and the subsequent 3D data-processing and analysis. The polariza-
tion of the cell is determined by analysing the shape of cells in the matrix or the shape of their nuclei within other
soft tissues. The best results, suitable for the quantitative analysis, with a single cell resolution and qualified for
the computer simulations, were achieved by the phase-contrast synchrotron X-ray wCT analyses performed at the
SYRMEP beamline of the Elettra facility. On the other hand, by using a conventional X-ray pCT instrument, the
resolution turned out to be near-cellular, whereas the quantitative analysis faced a number of additional problems.
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Nevertheless, the data obtained by the conventional setup delivered important complementary information and
allowed the visualization of many well-resolved internal structures.

Unexpectedly, our biological results show that the orientation of cells in the cartilage changes with cell density
and position along the cartilaginous element and also in relation to the general position of the muscle attach-
ment points and forming joint surfaces. The polarity of a cell may reflect so-called oriented cell behaviour, which
might include oriented cell divisions, cell migration or other asymmetric processes important for shaping the
structure’. Geometrical signs of cell polarisation in the cartilage, obtained from tomographic data, suggest the
potential role of mechanical forces in cartilage geometry formation via the control of the chondrocyte cell ori-
entation within the extracellular matrix. The polarity of chondrocytes and perichondrial cells in the attachment
point areas may result from tension in the developing muscles, which we mapped in terms of geometry and
volume. Previous findings already established the role of the developing muscles in cartilage shaping”®. Brunt
and co-authors”® demonstrated that muscles are important for the morphogenesis of joints by using zebrafish as a
model system together with computer simulations. The authors of the study concluded that the mechanical strain
created by the muscles, influences cell orientation in the developing jaw joint of a fish”?, which goes along with
our findings in the regenerative model system, where we provide 3D information of cell orientation suitable for
further 3D-modeling efforts. On the other hand, according to our data, the muscles also expand in the direction
following the attachment points that change their relative position in the growing cartilage with time.

In general, the obtained data, including the number of cells in 3D volume, their density, polarization, zonal
distribution and the total volume of the skeletal elements, are important to understand growth, shaping, scaling
and the regeneration of muscle and cartilaginous structures in the developing and regenerating vertebrates. Here,
we have delivered proof of the principle study to show the possibility of visualizing and counting the individual
chondrocytes in the cartilage of a vertebrate model system, suitable for both the developmental biology and the
regenerative research. This approach can provide precise information about the incremental growth of a structure
in terms of changes in cell polarity, cell numbers and simultaneously with the transforming shape. We envision
that in the near future conventional laboratory uCT setups will gain similar imaging capabilities to the syn-
chrotron beamlines, opening new possibilities of studying biological structures in 3D with single-cell resolution.
Hereby, the use of such conventional uCT measurements in combination with open-source software for 3D image
analysis, will enable new opportunities for the community of biologists and biomedical specialists, investigating
the development and regeneration of skeletal and non-skeletal tissues.

Methods

Sample preparation. The Pleurodeles walil (Spanish ribbed newt) colony was established from fertilized
eggs produced in a laboratory colony located in Madrid, Spain. Animals originating from a wild population in
the Dofiana National Park (Spain) were obtained for research purposes by Agustin Gonzalez. The animals, used
to prove the concept study were 4th/5th generation, developmental stage 41-42, 44-45 and 55 A (approximate
length of the whole larva was 3.7 cm). Staging of the larva was performed according to Joven et al.”. The frontal
amputated limbs were briefly washed in PBS and fixed in freshly mixed 4% PFA for 12hours at +4 degrees. A
contrasting of the developing limbs was performed as follows: the samples were dehydrated in increasing ethanol
grade (30%, 50%, 70%, 90%) at room temperature, 2 hours for each step, using a slow rotation of the samples. The
samples were transferred into a solution of 0.7% PTA (phosphotungstic acid) in 90% methanol and incubated
at +4 degrees for 5 days using slow rotation and the PTA-contrasting solution was changed after every 24 hours
for a fresh one. The samples were washed with 90% methanol overnight at 44 degrees and then rehydrated in a
decreasing ethanol grade (90%, 70%, 50%, 30%) at room temperature, 2 hours for each step and slow rotation.

Use of experimental animals. All procedures on newts were approved by local ethics committee
(Stockholms Djurférsoksetiska Namnd) and were performed in accordance with national regulations issued by
the Swedish Board of Agriculture.

Conventional X-ray uCT measurements. The contrast of the stained samples was checked by a conven-
tional X-ray uCT. Following that, the developing limbs were embedded in 1.0% of agarose gel and placed in poly-
propylene tubes to avoid movement artefacts during tomography scanning. A polypropylene tube was fixed on
a plastic rod by a silicone gun. The rod, containing the sample, was put in the centre of the rotation stage axis. A
pCT scanning was performed using the laboratory system GE Phoenix v|tome|x L 240 (GE Sensing & Inspection
Technologies GmbH, Germany) with a 180kV/15 W maximum power nanofocus X-ray tube and a high contrast,
flat panel detector DXR250 with 2048 x 2048 px2 and a pixel size of 200 x 200 um?2. Exposure time was 900 ms in
each of the 2200 projections acquired over a total angle of 360°. The utilized acceleration voltage and the current
of the X-ray tube were 60kV and 200 A, respectively. The beam was filtered by a 0.2 mm-thick aluminium filter
to reduce beam-hardening artefacts. The tomographic reconstruction was done using the software GE phoenix
datos|x 2.0 (GE Sensing & Inspection Technologies GmbH, Germany) with an isotropic voxel size of 2.5 pm.

Synchrotron X-ray uCT measurements. Phase-contrast synchrotron X-ray uCT measurements were
performed at the SYRMEP beamline of the Italian synchrotron radiation facility Elettra with the white beam
mode. The X-ray spectrum of the beam was filtered with 1.5 mm of silicon and 0.025 mm of molybdenum. The
sample-detector distance was set at 100 mm. The experiments were conducted with an isotropic voxel size of
1.05 pm. The exposure time per projection was 1.0 s with 1000 projections acquired over a total scan angle of
180°. Thus, the total scanning time was about 17 minutes. The tomographic slices were reconstructed using the
SYRMEP Tomo Project (STP) software developed at Elettra’®.

Data processing and analysis. Reconstructed slices were further analysed using the freeware Image]®
and the Pore3D software library®>%. Firstly, the segmentation of cartilaginous elements was carried out using the
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plugin ABSnake®** with a gradient threshold of 30 and a setting of 50 iterations. This plugin was applied to the
dataset filtered by a Median 3D filter with a radius of 10 in all three dimensions. The final cartilaginous element
(i.e. developing P. walt] forearm) was obtained in Image] by using the segmented slices as a transparent-zero
mask on the original, non-filtered dataset. Further analyses were carried out by using Pore3D. To separate the
background, the extracellular matrix and the bright cell nucleus, a 3D K-means clustering algorithm was applied
to divide the data into three classes. The binary image of the class represented by the cell nuclei was consequently
processed by the erosion and the blob analysis modules of Pore3D, which allowed for the determination of the
number of blobs, i.e. the number of cells. Cell polarization was determined using the software, VGStudio Max
3.1, with its module Fiber orientation analysis. The different tissues such as the skin epithelium and muscles
were segmented semi-automatically in combination with the software Avizo and VGStudio Max 2.2 according to
Tesarova et al.®’.

Data Availability

The datasets generated and/or analysed during the current study are available in the Image Data Resource repository.
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Abstract: In this article, we introduce a new ring artifacts reduction procedure that combines several
ideas from existing methods into one complex and robust approach with a goal to overcome their
individual weaknesses and limitations. The procedure differentiates two types of ring artifacts
according to their cause and character in computed tomography (CT) data. Each type is then
addressed separately in the sinogram domain. The novel iterative schemes based on relative total
variations (RTV) were integrated to detect the artifacts. The correction process uses the image
inpainting, and the intensity deviations smoothing method. The procedure was implemented in
scope of lab-based X-ray nano CT with detection systems based on charge-coupled device (CCD)
and scientific complementary metal-oxide-semiconductor (sCMOS) technologies. The procedure was
then further tested and optimized on the simulated data and the real CT data of selected samples
with different compositions. The performance of the procedure was quantitatively evaluated in terms
of the artifacts” detection accuracy, the comparison with existing methods, and the ability to preserve
spatial resolution. The results show a high efficiency of ring removal and the preservation of the
original sample’s structure.

Keywords: ring artifacts reduction; CCD detector; sCMOS detector; high-resolution X-ray computed
tomography; relative total variation

1. Introduction

In the field of high-resolution X-ray computed tomography (CT) with a micron and
submicron spatial resolution, reconstructed CT data are often affected by severe ring
artifacts. They appear as concentric ring-like features superimposed on the imaged scene
and are centered on the object’s center of rotation creating either full rings (full scan over
360°) or half rings (half scan over 180°) [1]. Ring artifacts are mainly caused by imperfect
detector pixels, where a perfect pixel’s response should be linearly proportional to the
amount of photons incident on the detector. There are many different underlying causes for
individual pixels to have imperfect responses. These include defects in the scintillator, the
detector itself, and the readout electronics [2]. Moreover, the detector responses may vary
due to numerous time-dependent drifts, such as thermal drifts, and also due to changes
in the X-ray spectrum [2]. No matter the cause, ring artifacts degrade the resulting image
quality. Therefore, it is desirable to remove or at least significantly reduce the presence of
ring artifacts in CT data.

Ring artifacts reduction methods can be divided into three approaches. The first is
based on a flat-field correction of a detector [3]. The proper flat-field correction should
ideally remove all the detector sensitivity variations [4]. However, ring artifacts may
persist after this correction due to the detector pixels intensity dependencies and non-linear
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response functions, or due to time-dependent non-uniformities of the incident beam [5].
To overcome these issues, advanced flat-field correction approaches were proposed in
several recent works [2,4,6,7]. However, such sophisticated flat-field methods are not easily
applicable in practice, because they require specific CT acquisition scenarios, and precise
knowledge of used detection system is needed.

Second approach is the hardware-based ring artifacts reduction method. This method
is based on moving the detector system in defined horizontal steps during the CT acquisi-
tion so that the object is projected on different regions of the detector during a CT scan [8].
Through this, the effect of non-uniform detector responses is suppressed. Although the
practical functionality of this method was reported in [9] and [10], this procedure’s dis-
advantage is reducing the spatial resolution of the CT data if the detector shifts are not
accurately known [2] or the movement precision is worse than the used detector pixel size.
In general, this method is hardly applicable in nano CT systems due to such demanding
requirements on the movement precision.

The third approach for the ring artifacts reduction are the image-based processing
methods. These methods can be further divided, based on the domain of processed data, to
sinogram-based (sinogram pre-processing) and tomogram-based (CT data post-processing)
methods [11]. Sinogram-based methods work directly with the sinogram data, where the
ring artifacts appear as straight lines in a vertical direction and are therefore easier to detect
and to process. Some of these methods assume the presence of a specific high-frequency
component that is directly related to the ring artifacts. Therefore, they aim to filter out
the artifacts using low pass filters [12-15]. Most of these, however, fail to remove the
strong artifacts related to dead detector elements or damaged areas on the scintillator,
in which case they create an extra band around the original ring [10]. To overcome this,
other methods first detect the ring artifacts elements and then correct them using various
approaches: image inpainting [1,16-18] moving average and weighted moving average
filters [19-21], sensitivity equalization [22]. However, even these methods have their
limitations. Most of these methods are only suitable for suppressing a certain type of stripe.
Moreover, they are generally difficult to use in practice due to many parameters needing
to be adjusted when a wrong selection of parameters significantly affects the resulting
quality. However, the work of Anas [16] can be pointed out because it introduced a novel
idea for classifying rings based on their statistical properties and for addressing each type
separately.

On the contrary, the tomogram post-processing methods work with CT data after
the tomographic reconstruction. These methods often use a conversion of the data from
Cartesian to the polar coordinate system. After this conversion, the ring artifacts appear
as stripes that can be further processed using similar assumptions and strategies as for
sinogram-based methods [23-27]. One method from these can be pointed out, Liang [26]
proposed a novel ring artifacts reduction approach integrating benefits of an efficient
iterative framework together with relative total variations (RTV) algorithm for the texture
extraction. However, this method uses a simple mean values analysis to detect and correct
the artifacts, which is insufficient in the case of dead detector elements or damaged areas
on the scintillator. Moreover, tomogram-based methods are, in general, strongly dependent
on the quality of the used tomographic reconstruction because some extra artifacts might
be created [20]. Therefore, a novel class of methods lying between sinogram-based and
tomogram-based approaches has been recently developed. The ring artifacts reduction is
addressed directly during the reconstruction process using specific forms of regularizations
(e.g., [11,28,29]). Such regularizations can, however, be highly computationally demanding,
which limits the practical applicability of those methods.

In this article, we present a new ring artifacts reduction procedure that combines
several selected ideas from image-based processing methods into one complex sinogram-
based method with a goal to overcome all previously mentioned limitations. The ring
artifacts are classified into two types based on their cause and actual appearance in the CT
data. We prefer to separate the detection and correction schemes for each type of artifact
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for their effective removal. We propose a two-step iterative correction scheme that deals
with all the artifact types in the sinogram domain. Consequently, a significant influence
of tomographic reconstruction on the efficiency of artifacts reduction is avoided. The
reduction strategy was optimized for each artifact type separately to preserve the spatial
resolution and sample’s structural information, which are the most important factors in the
field of nano-tomography. Practical functionality of the prosed method was verified on
both synthetic data and real CT data. It shows a high efficiency of ring artifacts removal,
and a robustness to character of input data and used detection system in context of other
tested ring artifacts correction techniques.

2. Materials and Methods

In this article, a two-step ring artifacts reduction scheme is proposed. This scheme
was developed for the artifacts’” reduction in the sinogram domain and is based on a
categorization of ring artifacts into two types. The ring artifacts are categorized based on
the observation of responses from different kinds of deficiencies in sinograms and on their
specific hardware causes (see Figure 1). In the proposed reduction scheme, each of these
classes is then addressed separately using dedicated detection and reduction procedures.
In the first step, the most prominent ring artifacts (high-level artifacts) are corrected, and
subsequently weak artifacts (low-level artifacts) are corrected in the second step.

Figure 1. Example of ring artifacts affected data—glass capillary sample acquired with a charge-
coupled device (CCD)-based camera: (a) sinogram; (b) detail of sinogram central area; (c) central
area of corresponding tomogram. Red arrows indicate the high-level ring artifacts and blue arrows
the low-level ring artifacts.

2.1. High-Level Ring Artifacts

The class of high-level ring artifacts (HRA) is represented by the most prominent
stripes in the sinograms (see Figure 1). The actual cause of such artifacts is two-fold. One
cause originates from entirely dead detector pixels or damaged areas on the scintillator.
The behavior of these pixels then does not follow the pattern of responses of adjacent
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non-defective elements. Their responses are close or equal to the saturation level of the
detector (maximum of the dynamic range) or the minimum of the dynamic range. The
second cause is related to so-called “hot pixels”, which may be considered as a type of fixed
pattern noise [30]. They are defined as pixels with the dark current values significantly
above the average. They follow the responses of the adjacent non-defective pixels but with
significant deviations that do not vary in time. In the sinograms, they appear as prominent
stripes, but they do not reach the extremes of the dynamic range.

High-Level Ring Artifacts Removal

7

The reduction in high-level ring artifacts is divided into two parts: first, the artifacts
positions are detected, and second, the input sinogram is corrected at these positions.
For the artifacts” detection, an iterative detection scheme was designed. This detection
procedure consists of 5 steps (see Figure 2) that are iteratively repeated until any of 4
stopping conditions is fulfilled. These steps are:

1. Texture extraction

Figure 2. Illustrative scheme of proposed high-level ring artifacts detection scheme—as example
images, the outputs from the first iteration are shown.

Ring artifacts, together with the structural details, are considered as a texture of
sinogram. Therefore, textural information is first extracted using the subtraction of input
sinogram and its smoothened version (i.e., image after texture removal):

Ti = Ii - SS,’/ (1)

where T; is extracted texture image in the current iteration i, I; is input sinogram in the
current iteration i and S, ; is input sinogram after the texture removal. For texture removal,
an algorithm based on relative total variation (RTV) is used (for more details see the
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Appendix A section). After the texture extraction in the current iteration, the first stopping
condition (SC 1) is evaluated:

<Ry, ()

where T; is extracted texture image in the current iteration i, T;_1 is extracted texture image
in the previous iteration, T; is extracted texture image in the first iteration, and R; is a
selected threshold value. Using this stopping condition, the iteration is stopped when the
normalized L2 norm of the difference between two sequential extracted textures is equal or
lower than the set value R;.

2. Vertical pattern extraction

The extracted texture image from the previous step is further convolved:
Pi = Ti * k, (3)

with a convolution kernel k that corresponds to one-dimensional (1D) vertical mean filter
with the length [. This is done to highlight a vertical stripe pattern (e.g., ring artifacts) and
to blur remaining non-vertical structures. Then, the first derivative is approximated by
finite differences in the horizontal direction, and the result is binarized row-by-row by
thresholding with a threshold value set to a double of the calculated standard deviation of
a given row:
1, if AyDPiy >2'O'AYpix
Bi(x,y) = { 0, ! ot(;z/e)rwise ' ! )

where Bj,,,) corresponds to the value of resulting binary mask in the current iteration i at
coordinates x,y and ¢ is used notation for standard deviation.

3. Possible artifacts’ positions detections

The binary mask is then summed in the column direction:

M
Vily) = ;Bi(x,y), (5)

where V() refers to value of the resulting vector at position y and M refers to number of
rows in the binary mask B;, x and y refer to vertical and horizontal indices, respectively.
In the resulting vector, only elements with values above threshold R; are considered as
possible candidates for positions of ring artifacts A:

oy L if Vily) > R
Api(y) = { 0, otherwise ©)

However, the inevitable RTV smoothing errors may negatively affect this detection.
To avoid this, the distances between possible detected artifacts are also analyzed. When
the distance between two neighboring possible artifacts” positions is below threshold R3,
the intermediate positions are also considered as the possible artifacts” positions. In this
step, the second stopping condition (SC 2) is evaluated, the iteration is stopped when no
possible artifacts” positions are detected.

4.  Artifacts’ positions verification

Verification of detected possible artifacts” positions Ay is achieved by the analysis
of mean column vector Ly; of extracted textural information T; in the current iteration
i. Possible artifact positions A, are considered as verified Ay, if they meet the following
condition:

_ )L i L (Api(®) — Ly (Api(yx)) | > 2041y,
Avi(y) , 1 )
0, otherwise
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where Ap;(yy) is the nearest artifact-free position to analyzed possible artifacts” position
Api(y) and the threshold value corresponds to twice the standard deviation value of the
first derivative of Ly;, which is approximated by finite differences. If no possible artifacts’
positions are considered as verified, the iteration is stopped (the third stopping condition—
SC 3). On the other hand, when certain positions are verified in the current iteration i, they
are then compared to the verified positions from previous iterations and if no new verified
artifacts’ position is detected, the iteration is stopped (the fourth stopping condition—SC 4).

5. Initial artifacts reduction

In each iteration, the sinogram is corrected at new verified artifacts’ positions. This is
achieved by filling the sinogram at artifacts” positions by means of image inpainting. In
our work, this is completed by using a partial differential equation (PDE)-based approach,
where Laplace equation is solved with the Dirichlet boundary condition:

B V2u =0, for Ay;
56 = { u(x,y) = I (x,y), ondAy ' ®)

where Sc corresponds to corrected sinogram in the current iteration i.

After the termination of the detection procedure, the final artifacts reduction is con-
ducted. In this step, the previously described inpainting scheme is used again, and the
input sinogram is corrected at the detected ring artifacts’ positions A,. The implementation
details and used parameters can be found in Appendix C (Table A3).

2.2. Low-Level Ring Artifacts

Low-level ring artifacts (LRA) are caused by miscalibrated detector pixels. Their
sensitivity deviations result from higher or lower dark current values compared to the
non-defected pixels. They follow the responses of the adjacent non-defective pixels but
with certain deviations. In the sinogram (see Figure 1), their presence is not distinct from
the non-defective pixels as the HRA, but they still negatively affect the data quality.

Low-Level Ring Artifacts Removal

The main idea of the proposed algorithm for LRA removal is that column-wise neigh-
boring homogenous areas (i.e., areas at same vertical positions of two adjacent columns)
from extracted texture should ideally (without any artifact) have the same average values.
To achieve this, an iterative procedure was proposed (see Figure 3), consisting of these steps:
1.  Texture extraction

For the texture extraction, the same procedure as in high-level ring artifacts removal
(Equation (1)) is used with the same stopping condition (Equation (2)) set to the threshold
value R;. To reduce the presence of noise and its negative effect on the subsequent analysis,
the extracted texture is further filtered with a 1D pixel-wise adaptive low-pass Wiener filter

in column-wise direction:
sz = Ti *w, (9)

where T; is extracted texture in current iteration i, w is kernel of 1D Wiener filter with the
length I and T is the noise reduced texture, which is used only within steps 2 and 3.

2. Homogenous areas detection
Homogenous texture areas are detected column-wise using the following formula:

) o 1, Zf Tﬂ(X,]/) S Tf,'(l : M,y)
Hi(xy) = { 0, otherwise ’ (19

where v is the coordinate of analyzed column, H;(x,y) corresponds to the value of resulting
binary mask in the current iteration i at coordinates x,y and M is the number of sinogram
Tows.
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Figure 3. Illustrative scheme of the proposed low-level ring artifacts removal procedure—the outputs
from the first iteration are shown as examples.

3.  Correction factors calculation

Correction factors for sinogram columns are calculated from extracted texture Ty
by comparing two neighboring columns in terms of average intensity values of their
neighboring homogenous areas. The column with smaller index is always taken as a
reference, and other column is then corrected using the following equation:

Th(1: My) = T (1: Moy) +Gi(y), an

where C;(y) is a correction factor for column y in the current iteration i:

Yo Te(hy—1) TN Th(hy)
e e e L (12)

where & is x coordinates of neighboring homogenous areas in analyzed columns (at coordi-
nates y and y—1), h is those coordinates where Hy, = 1 A H,_1 = 1, and N, is the number
of those positions. If Nj, = 0, the correction factor for the previous column (C,_1) is used.

4.  Detrending

Calculated correction factors in the previous step can successfully reduce the artifacts,
but the overall structural trend of the extracted texture is also lost. To avoid this, the
Savitzky-Golay filter [31] is used to extract this trend from the calculated correction factor
values:

t= C; *xs, (13)
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where s is the 1D kernel of the Savitzky-Golay filter with polynomial order r and frame
length f. The value of this parameter f is decreasing with each iteration by power of
two—Dby this the over-smoothing effect is avoided. Subsequently, this trend is subtracted
from the calculated correction factors:

Cdi =C —t, (14)

to ensure that only the artifacts are reduced while the overall structural pattern of the
textural information is preserved.

5. Sinogram correction

In each iteration i, the corrected sinogram Sc is calculated as the sum of the smoothened
sinogram S; (i.e., sinogram after texture removal) and the extracted texture after an artifact
reduction:

SCi = S5 + (Ti + Cdz‘)' (15)

These steps are repeated until the stopping condition described by Equation (2) is
fulfilled. The implementation details and used parameters can be found in Appendix C
(Table A4).

2.3. Real CT Data Acquisition

A laboratory-based CT system Rigaku nano3DX [32] was used for CT measurements.
For purposes of our study, this CT system was equipped with a Rigaku'’s scientific X-
ray CDD camera (XSight™ Micron LC X-ray CCD camera [33]) and a scientific X-ray
scientific complementary metal-oxide-semiconductor (sCMOS) camera (XSight™ Micron
LC X-ray sCMOS camera [34]), nominal parameters of used cameras are stated in Table A2
in Appendix B. As it was shown in our previous study [35], radiographic data acquired by
tested charge-coupled device (CCD) and sCMOS cameras mainly differ in projection domain
in terms of the population of hot pixels that mostly correspond to high-level ring artifacts.
As samples, a glass capillary array (pores diameter: 3 um) and a ruby ball (diameter: 300 pm)
were selected. They were scanned using circular trajectory with an angular range from 0
to 180 degrees with an acquisition of 800 projection images for one CT scan. Molybdenum
rotatory target was used (50 kV and 24 mA) for all the measurements. Exposure times
for X-ray projection data were selected following the manufacturer’s recommendations
(based on the level of detected signal). Specifically, the exposure times for glass capillary
array measurements were 16 s (CCD) and 6 s (sCMOS), and they were 13 s (CCD) and
4.5 s (sCMOS) for ruby ball measurements. Acquired projection data were only flat-field
corrected before the ring artifacts reduction was applied. Subsequently, CT data were
reconstructed using ASTRA toolbox [36]—filtered back projection (FBP) reconstruction with
cosine filter. Then, all the data were normalized so that the minimum and maximum values
were 0 and 1 arbitrary units, respectively. The achieved linear voxel size values for binning
2 x 2 were 0.53 pm and 0.63 um for the CCD and sCMOS cameras, respectively.

2.4. Synthetic Data Creation

Three synthetic images were used in this work, representing various levels of data
complexity—a ball phantom (single material sample), a Shepp-Logan phantom (multi
material sample) and a Siemens star phantom (highly complex sample). Phantom images
were generated in tomogram domain (see Figure 4) and then transformed by Radon
transform to sinogram domain, using the ASTRA Tomography Toolbox [36]. The sinograms
were simulated to have similar parameters as those acquired by nano3DX device equipped
with a CCD camera, specifically to have a linear voxel size of 0.53 um, a detector width of
1648 pixels and to follow the acquisition of 800 projection angles from an angular range
of 0° to 180°. Gaussian distributed noise with a standard deviation of 0.01 (reflects noise
properties of real projection data) was also added to generated sinograms.

The ring artifacts were simulated (see Figure 5) and added to the sinograms (see
Figure 6). In total, 25% of detector elements were affected by artifacts: 5% HRA and
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20% LRA. The artifacts’ positions were generated randomly without any recurrences.
As for high-level artifacts, one fifth of affected positions was assigned the intensity value
(referring to detector response) equal to the maximum of used dynamic range (16bit), which
corresponds to dead, unresponsive detector pixels. The remaining high-level artifacts’
positions were assigned the intensity deviations generated as uniformly distributed random
numbers from the interval from 10% to 60% of maximum sinogram intensity value. The
intensity deviations of low-level artifacts were generated similarly but from the interval +
1% of maximum sinogram intensity value. Such deviations were then added to the original
responses at given artifacts” positions. Using such parameters, an extreme case of ring
artifacts presence in sinogram was simulated.

Figure 4. Synthetic data used for testing and validation of all tested methods: (a) ball phantom; (b) Shepp-Logan phantom;
(c) Siemens star phantom.

Figure 5. Example of simulated response deviations of detector elements representing the ring artifacts.
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Figure 6. Shepp-Logan phantom sinogram affected by simulated ring artifacts presented in Figure 5. Blue curve shows

mean column values—the highest peaks belong to high-level ring artifacts (HRA). In the red labelled image, the magnified

area affected by low-level ring artifacts (LRA) is shown.

2.5. Other Methods

The performance of the proposed method was compared to three other selected ap-
proaches from the class of sinogram-based methods: the wavelet-Fourier-transform-based
method by Miinch [13], correction vector-based method by Eldib [15] and complex correc-
tion technique by Vo [21]. For notational simplicity, these methods are further called M1,
M2 and M3, respectively. Since the performance of all the methods is highly dependent
on specific settings, the optimal parameters for each method were selected to ensure a
relevant and fair comparison. This was completed based on the suggestions in the original
works and also based on the practical testing on synthetic data using a combination of both
qualitative and quantitative evaluation (brute-force search with structural similarity index
(SSIM) [37] as a validation metric). To test the consistency of these parameters within various
test samples, only one specific setting was used for each of the methods (see Table A5).

2.6. Evaluated Criteria and Metrics

The proposed method was tested on both synthetic and real high-resolution CT data.
Three criteria were considered for the evaluation. First, the proposed method was tested in
terms of artifacts detection accuracy focused on the HRA detection. For this evaluation,
three statistical metrics were used: true positive rate (TPR—ratio of correctly detected
artifacts” positions to all positions labelled as artifacts) [38], positive predictive value—
precision (PPV—percentage of artifacts” positions that were correctly detected) [39] and
Dice similarity coefficient (DSC) [40].

Then, the overall performance of the proposed method was evaluated in context of
other ring artifacts correction methods. This was completed both quantitatively using syn-
thetic data with ground truth images and qualitatively on real CT data. For the quantitative
performance evaluation, two metrics were used: the peak signal-to-noise ratio (PSNR),
and structural similarity index (SSIM) [37]. These were calculated between the corrected
tomogram (tomogram reconstructed from the ring artifacts corrected sinogram) and the
ground truth tomogram (tomogram reconstructed from the corresponding sinogram with-
out ring artifacts). The resulting tomogram data were first standardized to Z-scores, i.e.,
mean value was subtracted from the data and the result was divided by the corresponding
standard deviation. This was completed so that the possible effect of intensity shifts on
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corrected data could be eliminated. It was possible to precisely evaluate the functionality
of ring artifacts reduction and also the effect of distortion on the data.

The lastly considered criterion focused on the robustness of the proposed ring ar-
tifacts reduction procedure to the used detection system, and on its effect on achieved
spatial resolution. For the spatial resolution calculation, the modulation transfer function
(MTF) analysis [41] was used following the procedure defined in ASTM E1695-95(2013)
standard [42]. CT data of the ruby ball sample, acquired by both CCD- and sCMOS- based
cameras, were used for this analysis.

3. Results
3.1. HRA Detection Accuracy of Proposed HRA Detection Scheme

The accuracy of the proposed HRA detection scheme was evaluated on the synthetic
data with known artifacts’ positions. The results are stated in Table 1. For all the phantom
images, the proposed method was able to classify all the artifacts’” positions with a precision
above 95%. However, a certain amount of artifacts’ positions, out of total 82 artifacts’
positions, was not detected in all the cases: two artifacts’ positions for Shepp-Logan and
Siemens star phantoms, and three positions in the case of ball phantom. For Siemens star
phantom, a higher number of falsely classified artifacts’ positions led to a PPV score of
84.21% and DSC of 90.40%. On the contrary, for Shepp-Logan phantom, all the positions
classified as artifacts were correct (PPV = 100%).

Table 1. Proposed HRA detection scheme accuracy—evaluated for synthetic data.

Ball Shepp-Logan Siemens Star
TPR [%] 96.34 97.56 97.56
PPV [%] 96.34 100.0 84.21
DSC [%] 96.34 98.77 90.40

We further evaluated the effect of noise level in the data on the detection accuracy of
proposed HRA detection scheme (tested on Shepp-Logan phantom). Results of this analysis
are shown in Figure 7. The precision of artifacts” detection was found almost independent
of the noise presence, reaching values above 95% for all tested cases. However, a direct
proportion was found between the noise level and the number of artifacts’ positions that
were not detected. This tendency is expressed by both the TPR and DSC metrics. Despite
this tendency, the proposed HRA detection scheme resulted in scores of both metrics above
80% even for cases with a severe noise presence.

3.2. Overall Performance Evaluation in Context of Other Tested Methods

A high ring artifacts presence in the synthetic data made their correction very chal-
lenging, which is reflected by the poor results of the tested methods (Table 2). Apart from
the proposed method, all the tested methods failed to successfully reduce the artifacts,
especially the population of HRA, and to preserve the structural information (see Figure 8).
The overall worst results were achieved by the M2 method. Especially in case of the
ball phantom, the M2 method failed to distinguish the artifacts and sample structure. It
led to an almost complete suppression of structural information (see Figure 9), which is
further represented by a negative SSIM value (Table 2). In the case of the M1 method, a
poor correction led to wide rings and blurring the overall image structures (see Figure 8).
The M3 method results were visually good, and most of the artifacts were successfully
reduced (see Figure 8). However, the quantitative evaluation (Table 2) revealed a poor
input data preservation in terms of structural information and intensity values. This effect
is further demonstrated in Figure 10 by histogram analysis of the Shepp-Logan phantom
tomogram. Unlike the proposed method, the M3 method led to a significant transformation
of histogram shape and Z-score range compared to the reference data. Compared to all
other methods, the proposed method obtained the best results, as all the artifacts were
reduced, and the sample structure was fully preserved (see Figures 8-10).
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Table 2. Quantitative performance evaluation of tested methods.

Ball Shepp-Logan Siemens-Star
PSNR [dB] SSIM PSNR [dB] SSIM PSNR [dB] SSIM
M1 7.59 0.39 3.95 0.29 3.66 0.22
M2 1.03 —0.03 1.81 0.27 3.21 0.21
M3 11.39 0.47 1.91 0.22 3.30 0.20
Proposed 27.48 0.97 28.45 0.97 11.17 0.72

Figure 7. Dependence of the accuracy of the proposed HRA detection scheme on the noise level—evaluated for Shepp-Logan
phantom.

Figure 8. Comparison of tomograms after ring artifacts reduction by tested methods—simulated data of Shepp-Logan
phantom: (a) reference; (b) original (without any correction); (c) M1; (d) M2; (e) M3; (f) proposed. For visualization, the
same contrast setting was used for all the images.
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Figure 9. Comparison of data distortion between the proposed method and M2 method—tomograms of ball phantom: (a)
reference; (b) M2 method; (c) proposed. For visualization, the same contrast setting was used for all the images.

Figure 10. Comparison of data distortion between the proposed method and M3 method—histogram analysis of standard-
ized tomogram values.

The overall performance of the tested methods was further evaluated on real CT data.
From the resulting tomograms, the effectiveness of the tested methods was evaluated
qualitatively using visual perception. For visualization purposes, the glass capillary array
data acquired by a CCD camera were selected due to the presence of prominent HRA
in the central area (see Figure 11). Apart from the proposed method, the other methods
only reduced the HRA to a certain degree, leaving the artifacts still detectable after the
correction. Moreover, in the case of the M3, some extra artifacts were created during the
correction (see Figure 11e).
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Figure 11. Comparison of tomograms after ring artifacts reduction by tested methods—real computed
tomography (CT) data of glass capillary array acquired with a CCD-based camera: (a) original
tomogram (without any correction)—red labelled area marks central area visualized in following
images; (b) original; (c) M1; (d) M2; (e) M3; (f) proposed. For visualization, the same contrast setting
was used for all the images.

3.3. Spatial Resolution Preservation and Robustness to Used Detection System

The results of the spatial resolution evaluation are stated in Table 3. The proposed
method was able to preserve the spatial resolution within the accuracy limit of the used
standard for both used detection systems. The robustness is further visually demonstrated
in Figure 12. The proposed method in this example reduced all the ring artifacts without
any negative effect or distortion on the data regardless of the used detection system.

Table 3. Results of spatial resolution evaluation.

CCD sCMOS

Original 0.62 pm =+ 0.03 um 0.85 pm =+ 0.04 um
Proposed 0.62 um + 0.03 um 0.82 um + 0.04 um
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Figure 12. Demonstration of robustness of the proposed method to the used detection system—real
CT data of ruby ball: (a) original tomogram (scientific complementary metal-oxide-semiconductor
(sCMOS), without any correction)—red labelled area marks the central area visualized in following
images; (b) detail (sCMOS)—original; (c) detail (sCMOS)—corrected by proposed method; (d) original
tomogram (CCD, without any correction)—red labelled area marks the central area visualized in
following images; (e) detail (CCD)—original; (f) detail (CCD)—corrected by proposed method. For
visualization, the same contrast setting was used for all the images.

4. Discussion

The practical testing demonstrated that the proposed ring artifacts reduction proce-
dure, compared to other methods, can achieve superior results in the following criteria:
artifacts detection accuracy, overall performance, robustness to detection system, and the
ability to preserve the spatial resolution. First, the method was tested in terms of HRA
detection accuracy. It was found that for all the tested data, the proposed HRA detection
scheme achieved a precision higher than 95% (see Table 1), even for the increasing noise
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level present in the data (see Figure 7). However, for all data, a certain amount of artifacts
positions was not detected. Moreover, a direct proportion was found between the number
of HRA positions that were not detected and the noise level. However, this amount was
found to be negligible in terms of the total number of artifacts” positions, as both the TPR
and DSC metrics scored above 80% even for cases with a severe noise presence.

Although the proposed method did not detect all the HRA positions, the overall
quantitative and qualitative results were superior to other tested methods. This was
achieved by the proposed two-step correction scheme, when the HRA reduction algorithm
and LRA reduction algorithm are working in tandem reducing all the artifacts effectively.
A high ring artifacts presence in the case of the synthetic data made their correction
very challenging, which was reflected by poor results of the M1, M2 and M3 methods (see
Table 2). As for the M1 method, residual rings persisted after the correction for all the tested
data resulting in unusable data for further analysis. However, the worst overall results
were achieved with the M2 method, as it failed to reduce all the artifacts and preserve
the structural information of the input data. Specifically, in the case of ball phantom,
the method failed to distinguish the artifacts and sample structure leading to an almost
complete suppression of structural information (see Figure 9), which is further represented
by a negative SSIM value (Table 2). The M3 method achieved visually acceptable results,
but the quantitative evaluation on synthetic data revealed that the method had led to a poor
preservation of structural information and intensity range of the input data (see Figure 10).
All these findings were further confirmed by testing on the real CT data. The acquired
results corresponded to those from testing on the synthetic data. Compared to all other
methods, the proposed method obtained the best results, as all the artifacts were reduced,
and the sample structures were fully preserved.

The lastly considered criterion focused on the robustness of the proposed ring artifacts
reduction procedure to the used detection system and its effect on the spatial resolution. In
this analysis, the proposed method proved itself to preserve the spatial resolution within
the accuracy limit of the regular standard for both detection systems (see Table 3). Moreover,
the proposed method was functional regardless of the detection system without the need
for any settings’ optimization.

All the beforehand discussed aspects restrict the application of the M1, M2 and M3
methods in nano-tomography, where preservation of quality and structural information of
input data are of key importance. Moreover, these methods were found highly dependent
on the used parameters and the character of input data. Even following the original authors’
recommendations and optimization, the methods did not achieve acceptable results with
one setting for all the tested data. This showed a limited robustness and applicability of
these methods in practice. Only the proposed method achieved acceptable results for all
the conducted tests and showed a high robustness to the character of input data in terms of
structure complexity and also the used detection system.

5. Conclusions

The small size of detector pixels used in nano CT devices does not enable an appli-
cation of any hardware-based method for removing ring artifacts, leaving image-based
processing methods as the most promising way for an effective ring artifacts removal.
Several approaches from this class exist but each with some deficiencies, such as the
degradation of data quality and spatial resolution, which is inconsistent with the core
purpose of nano-tomography. The procedure presented in this paper is based on a smart
implementation of several ideas from existing methods and utilization of their advantages.

The ring artifacts are classified into two types based on their cause and actual appear-
ance in the CT data. Each artifact class is then handled separately since it is impossible for
a single approach to remove all of them. In our procedure, we applied novel iterative RTV-
based algorithms in the sinogram domain to avoid any negative influence of tomographic
reconstruction. The proposed procedure was optimized and tested on different types of
data, cameras, and samples as well.
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In confrontation with other advanced ring artifacts reduction methods, it proved its
supremacy during practical tests, being robust regarding the character of input data and
used detection system. Moreover, the method was able to fully preserve the input data,
structural information and spatial resolution. Such features show a high potential of the
proposed procedure for practical use in the field of synchrotron- or lab-based nano CT
systems.
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Appendix A

In this work, a relative total variation (RTV)-based algorithm proposed by Xu et al. [43]
is used for the texture extraction. Objective function of this algorithm can be expressed as:

argmin — 1)+ Da(p) Dy(p)
e (6~ 4 (5 + ) -

The data term (S, — I,[,)2 makes the input [ and result S not extensively devi-
ate, where p corresponds to pixel indices. The second part of the objective func-
tion, A-((Dx (p))/(Lx (p) +¢)+ (Dy (p))/(Ly (p) + ¢€)), corresponds to the RTV measure,
where A is a weight controlling the degree of smoothing, and ¢ is a small positive number
to avoid division by zero and also controlling the sharpness of the image S. Dx(p) and Dy(p)
are windowed total variations in the x and y directions for pixel p:

Di(p)= L 8par|@:S),), (A2)
q9€R(p)

Dy(p) = ). 8Prvf"(ay5)qr (A3)
q9€R(p)

which count the absolute spatial difference within the rectangular window R(p) centered
at pixel p. Pixel q belongs to R(p). The term g, ; refers to a weighting function defined
according to spatial affinity:

2 2
Xp —Xgq) + -
Spq & €Xp <( 4 q) 202(.’/? yq) )/ (A4)

where ¢ controls the spatial scale of the window corresponding to the size of textural
elements. To help distinguish the prominent structures from the texture elements, the RTV
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measure also contains windowed inherent variations Ly(p) and Ly(p) in the directions x and

y, defined as:
Le(p) = | Y. 8pa'(0:5),|, (A5)
q9€R(p)
Lyp) = | L 8pa(3yS),| (A6)
9€R(p)

The objective function defined in Equation (A1) is non-convex and can be solved using
the linear optimization process with the penalty of quadratic measure proposed by Xu
et al. [43]. For a practical implementation, the available Matlab® code by Xu et al. [43] was
used with the settings stated in Table A1. These settings were selected by an extensive
practical testing where the overall functionality of both HRA and LRA removal algorithms
was evaluated and optimized using described synthetic data by a combination of both
qualitative and quantitative evaluation (brute-force search with SSIM [37] as a validation
metric).

Table Al. Relative total variation (RTV) texture extraction settings used within HRA and LRA
removal algorithms.

Parameter HRA Removal LRA Removal
A 0.005 0.050
E 0.020 0.030
h 6 1
Appendix B

Table A2. Nominal parameters of both used cameras without a lens unit.

Technical Features CCD Camera sCMOS Camera
Array size 3320(H) x 2500(V) 2048(H) x 2048(V)
Pixel size 5.4 um 6.5 um
Sensor diagonal 22.5 mm 18.8 mm
Nonlinearity <1% 0.2%
Dynamic range 2300: 1 21,400: 1
Acquisition gain 0.45e-/ADU 0.52 e-/ADU
Readout noise 11 e-rms 1.4 e-rms
Readout rate 8 Mpix./s (approx. 1 fps) 40 fps (@ 16 bit)
Dark current 0.001 e-/pix./s —35°C 0.14 e-/pix./s@0 °C
Binning Independenitno)?';hlp binning 5 5 3% 3,4x4,8x8
Peak quantum efficiency 56% @ 540 nm 82% @ 550 nm
Shutter type Electromechanical Rolling shutter
Data interface USB 2.0 USB 3.0

Appendix C
Appendix C.1. Proposed Method—Used Settings

These settings were selected by an extensive practical testing where the overall func-
tionality of the algorithms was evaluated and optimized using synthetic data by a combi-

nation of both qualitative and quantitative evaluation (brute-force search with SSIM [37] as
a validation metric).
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Table A3. HRA removal algorithm settings.

Parameter Value
L 10% of sinogram rows
Rq 0.05
R; 70% of sinogram rows
R3 0.25% of sinogram columns

Table A4. LRA removal algorithm settings.

Parameter Value
F 129
L 10% of sinogram rows
Ry 0.02
R 6

Appendix C.2. Other Methods—Used Settings

Table A5. List of the other methods and used settings (notations of the parameters are adopted from the original works).

Method Notation Settings
Miinch [13] M1 Wavelet: DB7; Decomposition level: 4; Damping factor: 1.3
Eldib [15] M2 Filter size: 15; Standard deviation: 10

Vo [21] M3 Algorithms sequence: 6, 5, 3; R = 7; Filter size for algorithms 5 and 6: 81; Filter size for algorithm 3: 31
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Cranial neural crest cells populate the future facial region and produce ectomesenchyme-derived tissues, such as
cartilage, bone, dermis, smooth muscle, adipocytes, and many others. However, the contribution of individual neu-
ral crest cells to certain facial locations and the general spatial clonal organization of the ectomesenchyme have not
been determined. We investigated how neural crest cells give rise to clonally organized ectomesenchyme and how
this early ectomesenchyme behaves during the developmental processes that shape the face. Using a combination
of mouse and zebrafish models, we analyzed individual migration, cell crowd movement, oriented cell division,
clonal spatial overlapping, and multilineage differentiation. The early face appears to be built from multiple spatially
defined overlapping ectomesenchymal clones. During early face development, these clones remain oligopotent and
generate various tissues in a given location. By combining clonal analysis, computer simulations, mouse mutants,
and live imaging, we show that facial shaping results from an array of local cellular activities in the ecto-
mesenchyme. These activities mostly involve oriented divisions and crowd movements of cells during morphoge-
netic events. Cellular behavior that can be recognized as individual cell migration is very limited and short-ranged
and likely results from cellular mixing due to the proliferation activity of the tissue. These cellular mechanisms re-
semble the strategy behind limb bud morphogenesis, suggesting the possibility of common principles and deep

homology between facial and limb outgrowth.

INTRODUCTION

The facial compartment is arguably the most sophisticated and heter-
ogeneous part of our body. Despite the keen attention to the biology of
facial development, the functional and adaptive placement and spatial
integration of sensory organs, skeletal structures, nervous system, and
feeding apparatus are still not well understood. Numerous congenital
craniofacial abnormalities affect the form and function of the face. These
may result in, for instance, deformities, distractions, elongations, shorten-
ings, asymmetries, and generally aberrant structures. Explanations to
these malformations still await the fundamental understanding of the
underlying failure of morphogenesis (I). Cells of the facial compartment
arise from four main sources: neural crest stem cells, paraxial mesoderm,
epidermis, and endoderm. The nonepithelial tissues in the facial region
originate from migratory neural crest stem cells and the paraxial mesoderm
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(2). Embryonic epidermis and endoderm generate epithelialized struc-
tures, including covering tissues, various glands, epithelial compartments
of the hair follicles, and teeth (3, 4). The paraxial mesoderm produces
progenitors of striated muscles and endothelial cells and forms the vas-
cular tree in the face and the head in general (5, 6). The neural crest, the
largest contributor to the developing face, gives rise to cartilage, bone,
dentin and pulp of the teeth, dermal papillae of hair follicles, smooth
muscles of the vessel walls, ligaments, fascia, adipose tissue, dermis, peri-
cytes in the forebrain, epithelial cells in the ear, pigment cells, peripheral
glial cells, subpopulation of sensory neurons in trigeminal ganglia,
sympathetic and parasympathetic neurons, and some other cell types
found in the head (7). Neural crest cells have long been considered to
be multipotent within the neural tube and later during their active mi-
gration (8-11). However, current evidence has suggested that early cell
fate restrictions in the neural crest may already exist at the level of the
neural tube (12, 13). Still, a very recently performed clonal analysis of
neural crest populations in the trunk has supported the concept of
multipotency of the premigratory and migratory neural crest (14). De-
spite this, questions concerning neural crest heterogeneity, multi-
potency, and progressive specification are far from resolved. This is
especially evident when considering the intrinsic differences between
neural crest populations that delaminate from different parts along the
anterioposterior axis and also along the time scale. For example, only
cranial neural crest cells give rise to the ectomesenchyme as an inter-
mediate embryonic cell type that, in turn, will produce most of the struc-
tures in a developing face (7, 15). These neural crest-derived early
ectomesenchymal cells are the main focus of this study. Little is known
about their behavior before the formation of bones, cartilages, and other
tissues in the face.
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In the limb bud, similar mesenchymal cells of a different origin also
play a major role in tissue morphogenesis and shape development (16).
Previous studies have demonstrated that elongation and shape formation
of the embryonic limb are achieved mostly as a result of directional cell
activities that include oriented cell divisions, cell allocation, and mi-
gration. The shaping largely results from orientation signals and their
interpretation in the tissue, rather than only from local differences in
proliferation speed (17, 18). The directional activities are regulated by
Wnt5a/NK (c-Jun N-terminal kinase), whereas continuous rearrangements
of mesenchymal cells are controlled by the FGF (fibroblast growth
factor)/ MAPK (mitogen-activated protein kinase) pathway (17). Planar
cell polarity (PCP) pathway members (including Wnt5a) are well
known to control orientation of cells (19) and are heavily involved in
coordinated outgrowth and shape development of multiple embryonic
structures (20). As an example, knockout and overexpression of Wnt5a
result in the shortening and widening of both the limbs and the face
(21-23).

After the arrival of neural crest cells to the face, the embryo is still
very small, and significant growth and expansion of the cranial
structures will follow. Very little is known about the role of clonal dy-
namics and the coordinated and directional cell behavior in the ecto-
mesenchyme that eventually shape the face. Here, we attempted to
address questions concerning the process of face morphogenesis after
the stage of migratory neural crest: How do the newly arrived individ-
ual neural crest cells occupy and build different regions of the face?
Are there any defined regions occupied by unique clones? Is there a
somatotopical mapping at the level of the dorsal neural tube, and what
is the degree of cell and tissue polarization, clonal mixing, and migra-
tory behavior of ectomesenchymal cells? Using a variety of methods,
we demonstrated that the early outgrowth and shaping of the face are
driven by oriented cell divisions and allocations of daughter cells, as
well as organized relocations of large cellular groups with minimal in-
dividual migration. These are features shown to be of utmost impor-
tance in limb shaping, and our findings might support the concept of
conserved programs in limb and facial outgrowth.

RESULTS

The early face is organized by well-defined overlapping
ectomesenchymal clones

To understand clonal arrangements in relation to facial shape and
outgrowth, we took advantage of genetic tracing with the help of
Sox10-CreERT2 and PLP-CreERT2 mouse strains coupled to an
R26Confetti reporter (24). Both Sox10-CreERT2 (25) and PLP-
CreERT?2 (26, 27) recombine in the cranial neural crest when the preg-
nant females are injected with tamoxifen at embryonic day 8.5 (E8.5),
whereas the R26Confetti reporter enables efficient color coding of
individual cells by 10 individual color combinations suitable for clonal
analysis. There are unequal chances of activating different color
combinations (14). For example, clones with activated yellow fluo-
rescent protein (YFP) + red fluorescent protein (RFP), RFP + cyan
fluorescent protein (CFP), RFP + YFP, and green fluorescent protein
(GFP) are rare compared to clones expressing only YFP, RFP, or
CFP and are always significantly underrepresented as compared to
these single-color clones. Clones carrying GFP together with another
fluorescent protein were never detected. For details about proportions
of recombined color combinations, see Baggiolini et al. (14). Sox10-
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CreERT2 and PLP-CreERT2 demonstrate different recombination
efficiencies and can be selectively used to achieve the desired tracing
outcomes and to confirm the specificity of neural crest recombination
in cross-comparisons.

With the help of the Sox10-CreERT2 line, we focused on single-
color solitary clones in the whole head, which we successfully achieved
by titrating the amount of the injected tamoxifen (28). First, we in-
duced genetic recombination in the neural crest at E8.5 and analyzed
the progeny 24 to 36 hours later, using three-dimensional (3D) imag-
ing and analysis. The results showed that genetically traced neural
crest cells give rise to spatially defined clonal patches of early ecto-
mesenchyme (“clonal envelopes”) after arrival to the facial region
(Figs. 1, A and B, and 2A). A clonal envelope can be strictly defined
as a region of 3D space demarcated by a graph connecting all cells
belonging to one neural crest-derived clone. Such a clonal envelope
occupies only a local portion of the face. Together with the identifica-
tion of clonal envelopes, we could assess the amount of mixing or
overlapping of several clones in a particular location that was ana-
lyzed. In cases of rare recombination events, we observed a single
compact group of cells in one solitary facial location. We termed this
an ectomesenchymal neural crest-derived clone (Fig. 1A). Such single
clones, from multiple embryos, were analyzed in detail for cell num-
ber, occupied volume, clonal density, and variation of distances be-
tween individual cells comprising the clone (Figs. 1 and 2).
Observations of such single compact clones in the whole embryo head
allowed us to rule out the possibility of a long-range migration of in-
dividual early ectomesenchymal cells.

For clonal analysis, with the help of the PLP-CreERT2 line, we
focused on the rare double color combination-labeled clones in the
front part of the head to clearly distinguish individual regions occu-
pied by single clones (fig. S1). Results obtained from rare double-
colored and GFP" clones in PLP-CreERT2/R26Confetti embryos and
from clonally titrated recombination events in Sox10-CreERT2/
R26Confetti were in agreement with each other.

The cells inside the defined clonal envelopes appeared sparse at all
investigated developmental stages and, as a result, we observed a high
degree of clonal overlapping between the progenies of individual neu-
ral crest cells in any given location (Fig. 1, C and E to H). Despite such
an extensive overlapping of the clones, all clones appeared to be spa-
tially distinct with recognizable borders (Fig. 1, A to I).

Next, we looked into the cellular structure of ectomesenchyme
clones at E10 to address their compactness, spatial heterogeneity,
and size. The results showed that the cellular density in a typical clone
drops from the center to the periphery of the clone. This was analyzed
through measuring minimum and maximum distances between all
neighboring cells of the same clone and plotting such distances in
3D space as attributes of every cell (Fig. 2). In terms of compactness,
we observed a natural variation within clones. Still, they were rather
similar to each other in wild-type embryos (Fig. 2, A to C and F).
However, we managed to challenge the clonal arrangements, compact-
ness, and heterogeneity by treating the embryos with cyclopamine
1 day before analysis. Facial development is known to be affected
by cyclopamine, and the effects have been extensively studied in the
past (29). In treated embryos, the clones were smaller and often dis-
similar from each other, especially when compared to the control (Fig.
2, D to E and G). We often observed spatially distinct or even
connected rare clonal patches of the same color code located in close
proximity to each other in E9.5 to E10 embryonic heads (see Fig. 1B,

2 of 16



RESEARCH ARTICLE

Fig. 1. Size, shape, and distribution of neural crest-derived ectomesenchymal clones. (A to C) Genetic tracing of neural crest cells and their
progenies induced at E8.5 in Sox10-CreERT2/R26Confetti embryos and analyzed at E9.5 to E10. (A) Head of the E10 embryo with single YFP* ecto-
mesenchymal clone. Note the compact structure of the clone. (B) Multiple separated clones in different regions of embryo face. Yellow and blue
arrowheads show the orientation of cellular groups. (C) Example of multiple overlapping clones in the early developing face. Note the intense local
clonal mixing. (D to I) Genetic tracing of neural crest cells and their progenies induced at E8.5 in PLP-CreERT2/R26Confetti embryos and analyzed at
E12.5. (D) Reconstruction of rare (RFP+CFP, YFP+CFP, RFP+YFP, and GFP-expressing) individual clones in the facial region of an E12.5 embryo. Note
that some clones are markedly stretched in the anterior facial region. (E to G) Distribution of ectomesenchymal single-color-labeled clones in the
periocular posterior maxillary region. Note the irregular geometry of clonal envelopes and their well-defined borders. (F and G) Magnified regions
outlined in (E). (H) Sagittal section through the head of a genetically traced embryo starting from E8.5 and analyzed at E17.5. Area of the maxilla and
frontonasal prominence with individual traced clones acquiring conical shape (dotted line) in the anterioposterior direction. () Transversal section
through the upper jaw of the genetically traced E17.5 embryo. Note the compact shape and defined borders of the RFP* clone (outlined by the
dotted line). Arrowheads point at whisker follicles. (J) Graph showing the increasing size and variability of individual ectomesenchymal clones
during facial development. (K) Graph showing the proportional occupied clonal volume and related variability of individual ectomesenchymal
clones at different developmental stages. (L and M) Graphs visualizing developmental dynamics of clonal density (L) and its heterogeneity (M)
measured as an average distance between cells of one clone (closest-neighbor approach) and SD of this parameter per clone, respectively. Bars
show mean (black) and SEM (blue). (N) Examples of ectomesenchymal clonal envelopes from an E12.5 embryo with traced neural crest-derived
progenies. Note the isotropic structure of clones and well-defined borders with irregular curvature. (O) Histogram showing spatial isotropicity based
on pairwise distances between cells sharing a common clonal origin in experimentally obtained ectomesenchymal clones at E17.5. All images are
maximum-intensity projections of confocal stacks, except (C) and (D) with volume rendering of isosurfaces. BA1 and BA2, the first and the second
branchial arches; NP, nasal prominence. The eye is outlined by the dashed line. Scale bars, 200 um (A to C and E to O) and 30 um (D).

next to the arrows). This suggests the presence of a dividing migratory
neural crest cell producing progenies in a few neighboring locations
within a restricted facial region.

In contrast to the arrangements in the face, migrating neural crest
in the trunk did not show a similar clonal compact clustering with
resolvable clonal borders (fig. S2, A to C). This suggests extensive
mixing due to intense migration of individual cells.

Kaucka et al. Sci. Adv. 2016;2:e1600060 3 August 2016

Regardless of the significant increase in the number of cells in each
clone in the growing face (Fig. 1]), the borders of the clonal envelopes
remained visually defined (Fig. 1, A, I, and N), and the average distances
between cells in the clone remained largely stable (Fig. 1L). However,
4 days after tamoxifen-induced genetic tracing of neural crest progenies,
at E12.5 and onward, we observed an increasing variability in the size of
the analyzed clones and in the proportional volume occupied by the
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Fig. 2. Analysis of clonal structure in the faces of E10 control and cyclopamine-treated embryos. (A) Distribution of analyzed clones from PLP-CreERT2/
R26Confetti head. Purple, yellow, and green colors mark different rare dual-color clones, whereas cyan represents the rare GFP* clone. (B) Spatial struc-
ture of clones: Radiuses of colored spheres (representing single cells) correspond to minimal distances to the closest neighbors. When all cells in a clone
are analyzed, this parameter reflects the compactness of the clone. (C) Histograms showing distances to the closest neighbor for every cell in the clone.
(D) Graphs showing differences between wild-type and cyclopamine-treated ectomesenchymal clones in the faces of E10 embryos. Each point repre-
sents the average of the following parameters determined for each cell within a single clone: minimal distance, distance to the closest cell; mean
distance, mean distance between one cell and all other cells in the clone; and maximal distance, distance to the furthest cell in the same clone. (E) Spa-
tial structure of a clone from a cyclopamine-treated embryo. Radiuses of colored spheres (representing single cells) correspond to minimal distances to
the closest neighbors. (F and G) Plots reflecting the compactness and clonal structure of analyzed clones from control (left) and cyclopamine-treated
(right) E10 embryos. Colored spheres on these plots correspond to individual cells. Color defines a clone. The radius of spheres reflects the distance to
the most proximal neighbor cell (DistMin) in a clone. DistMax is the maximal distance between a given cell and the most distal cell from the same clone.
When the entire clone is analyzed, this parameter describes the spatial dimension of the clone. Scale bars, 200 um (A and E). n.s., not significant.
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cells of the clone within the clonal envelope (showing proportional con-
tribution of this clone to the location) (Fig. 1, ] and K). We also observed
an increase in dispersion of the individual intercellular distances within
a clone over time (Fig. IM). Furthermore, the clones tended to attain a
stretched asymmetric shape in regions with extensive growth in the
head, which suggests a mechanism of directional clonal expansion in
such locations (Fig. 1, D, H, and N). Surprisingly, the clonal progenies
of labeled neural crest cells retained a compact structure even at later
developmental stages, such as E17.5, as visualized on sagittal and trans-
versal sections (Fig. 1, H, I, and O).

Clonal arrangements in the branchial arches did not differ from
the nasal prominence and other facial locations in terms of defined
clonal envelopes and clonal overlapping (fig. S2, D to F). Analysis
of heart neural crest also showed a high degree of clonal overlapping
that simultaneously occurs with clonal clustering of individual neural
crest progenies (fig. S2, E and F, arrowheads).

Coexistence of neural crest-derived ectomesenchyme and
mesodermal derivatives in the early face

The existence of well-defined clonal envelopes is supported by the
manifestation of the border between neural crest- and mesoderm-
derived mesenchymal derivatives that persists to postnatal stages. To
visualize this border at postnatal stages, we used conditional knockout
of Sox2 (30) in neural crest cells, using Wnt1-Cre (31).

The results of this experiment showed that only facial follicles
corresponding to Sox2-deficient areas demonstrated a change in hair
color shade—instead of black, it became brownish, which highlighted
the border between neural crest- and mesoderm-derived dermis in
young postnatal animals (fig. S3, A to Q). This border between neural
crest— and mesoderm-derived mesenchyme was also observed during
embryonic stages (fig. S3, R to T). Expression of dopachrome tautomerase
(DCT) showed that melanocytes survived well in the targeted tissue
and that the pigment-producing pathway was in place in both wild-
type and Sox2-deficient melanocytes. The melanocytes did not express
Sox2, as opposed to dermal papilla cells (fig. S3, B to Q). This is in line
with the fact that expression of Sox2 is generally incompatible with
melanocyte fate (32). Therefore, the outcome of Sox2 deficiency in
skin must result from an interplay between melanocytes and dermal
papilla cells. Indeed, melanocytes communicate with dermal papilla
cells to adjust the amounts and the ratio of different pigments (33),
which involves the Agouti pathway and explains how animals dynam-
ically change pigmentation patterns (34). Because dermal papilla cells
in the head are produced from neural crest cells and the mesoderm,
and loss of Sox2 affected only the neural crest-derived dermal papillae,
we were able to detect the border between numerous ectomesenchyme
(NCC)- and mesoderm-derived dermal papillae in head skin. We sug-
gest that the presence of such visual border is an interesting and impor-
tant observation, especially because the dermis is organized by
fibroblast-like cells that presumably are capable of long-range migration
during late embryonic development and afterward.

Both neural crest and paraxial head mesoderm contribute to a range
of mesenchyme-derived structures, including skeletal elements that fuse
without signs of different cellular origin. This indicates that clonal be-
havior and morphogenetic cell dynamics in paraxial mesoderm deriva-
tives are similar to the clonal dynamics in neural crest-derived tissues.
We used Mesp1-Cre/R26Confetti animals in 2D and 3D imaging to trace
the progeny of paraxial mesoderm in the face (35). Mesoderm-derived
mesenchyme showed a high degree of clonal overlapping not only in
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branchial arches but also in the dorsolateral aspects of maxillary and
occipital regions (fig. S4, A to I). Additionally, local angiogenic progeni-
tors in multiple places demonstrated an impressive diversity of clonal
origins based on their color code (fig. $4, ] and K). Numerous mesoderm-
derived mesenchymal domains sharing the same color code appeared
compact and local, similar to ectomesenchymal clones in the face (fig. 4,
E to I; see arrowheads). These data point toward the possibility that simi-
lar morphogenetic mechanisms operate in neural crest- and mesoderm-
derived mesenchymal tissues.

Next, we wanted to investigate the volume proportions occupied
by the mesoderm and the neural crest, respectively, in different local-
ities in the developing face. We also wanted to calculate the number of
neural crest—derived clones that contribute to a given location within
selected regions of interest (ROIs). For this, we made 3D analyses of
the traced mesodermal (high efficiency of recombination) and neural
crest (low efficiency) progenies in various facial regions, including the
nasal prominence and branchial arches. The analyses showed that
mesodermal derivatives occupied 21.01 + 3.46% of ROI volume (mean
and SEM; n = 9) in the face at E10.5 (fig. $4, L to P). Furthermore, we
calculated that single neural crest-derived clones contributed to 4.465 +
0.8844% of ROI volume (mean and SEM; n = 7) at the same stage (see
Fig. 1K). Thus, we concluded that up to 17 neural crest clones may con-
tribute to one ROI location.

Modeling ectomesenchymal cell dynamics in 2D and 3D
confirms the minimal role of individual cell migration in
clonal overlapping
As seen from above, most of the observed ectomesenchyme-derived
clones in the face show complex clonal envelope shapes (Fig. 1N), with
the borders representing sharp drops of cellular density at the periph-
ery of the clone (Figs. 10 and 2C). Highly variable and complex
shapes of the clonal envelopes cannot be explained without the as-
sumption that complex morphogenetic processes operate in the tissue.
Given that the ectomesenchyme is a potentially migratory tissue,
we asked whether migratory behavior contributes to the development
of facial shape and, if this is the case, how the selectivity and direction-
ality of cell migration can be achieved. On the basis of our previous
results, we wanted to understand how the experimentally observed
sharp borders of clonal envelopes can be maintained in the case of
migratory behavior of facial neural crest-derived cells. To address this
issue, we devised a mathematical model that operates virtual cells in
3D space plus time. We tested a group of variables, such as cell division
speed, migration, and allocation of daughter cells in random or defined
directions, as well as pushing of newborn mitotic products during pro-
liferation. We compared the readouts from the series of in silico simula-
tions to the results of our experimental clonal analyses. We looked for
parameter combinations in the model that gave rise to dynamics with
degrees of overlapping and clonal shapes that were compatible with
those observed in the experiments. Unexpectedly, the 2D version of
the model showed that proliferation-driven cell pushing/place-
exchanging and related short-distance movements are sufficient to
achieve efficient clonal overlapping over time (Fig. 3, A and B). In this
model, we assumed (based on the biological data including live imag-
ing experiments described below) that products of cell divisions would
push neighboring cells to obtain space. Alternatively, they could inter-
mingle with close neighboring cells by exchanging positions with them,
as a way of accommodating the pushing forces in the growing tissue.
Such short-ranged spatial rearrangements require some dynamics of
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cell shape. This can be rendered as a very short range migratory be-
havior. Indeed, simulations in 3D space confirmed that clonal
overlapping is compatible with zero or minimal individual migratory
behavior, whereas proliferation appeared to be the main driving
force for the mixing of the cell division products. Moreover, well-
defined clonal envelopes were maintained only when individual
migration (in relation to neighboring cells) was minimal in the simu-
lated system. An in silico model, while showing defined clonal
patches, also demonstrated a drop in clonal compactness from the
center of the clone to the periphery in agreement with experimental data
(Fig. 2, B, C, and F). Together, this strongly suggests that clonal overlap
in authentic facial development may occur owing to the spatial alloca-
tions and mingling of daughter cells that result from cell divisions ex-
clusively. In such a case, the products of mitoses will push and blend in
the directions of surrounding domains, and through this, the clonal pro-
genies will intermix.

Oriented divisions and crowd movements of
ectomesenchymal cells participate in facial shaping

The modeling of fine borders of clonal envelopes remained imperfect
as compared to the experimental data, unless the concept of polarizing
morphogen gradients was considered. Therefore, we introduced a lo-
cal radial gradient that affects the directionality of cell division and
allocation of daughter cells in 3D space into the in silico model.
The results of these simulations demonstrated that the oriented cell
divisions (or controlled allocations of the progeny after mitosis)
together with minimal individual migratory behavior are the keys to
achieving the distribution of virtual clonal progenies that resemble the
actual clonal patterns in facial development (Figs. 3, C to H, and 4).
Experimental data on the stretched geometry of clonal envelopes in
the most outgrowing parts of the face additionally point toward
oriented cell divisions during progressive shape development
(consistent with Fig. 1, D and H). At the same time, the distribution

Fig. 3. Mathematical modeling of clonal expansion and overlapping in 3D space. (A and B) 2D modeling of cell dynamics; initially traced
clones are labeled by different colors. Note that in the condition where cell pushing is allowed (B), clonal overlapping is efficiently achieved without
any migratory behavior. (C and D) Visualization of initial conditions and example of in silico cell dynamics simulation in 3D space. (E to H) Results of
in silico cell dynamics simulation in 3D space performed with different settings. Note the formation of defined clonal envelopes under the condition
where polarization probabilistically directs oriented cell divisions with minimal individual cell migration (H).
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Fig. 4. Mathematical model predicts widening versus elongation strategies of in silico facial development depending on the conditions. (A to F)
Simulations of cell dynamics in a 3D environment with medium pushing power (technical value in a model ¢ = 0.5). (G to L) Clipping planes, view from
the top on simulations of facial development. Note how different conditions lead to widening or elongation of the cellular cluster with clonal
envelopes. The technical value for high pushing power in a model was ¢ = 0.9. (M) Example of the clipping plane, frontal view. (N) Graph showing
the changes in the spatial homogeneity (isotropicity) of simulated clones during rounds of simulation.
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of cells within the analyzed clonal envelope appeared to be relatively
uniform as defined by variation in individual cell-to-cell distances
(measured as a distance to the closest neighbor) (Figs. 10 and 2C).

This was similar to the in silico simulations, where we found that
polarization (and no migration) was characterized by the lowest dis-
persion of distances between the cells (Fig. 3H). In silico simulations
demonstrated a clear difference in elongation versus widening of the
modeled facial structure, depending on the presence of an anteriopos-
terior polarizing gradient (Fig. 4, G to L).

To conclude, the mathematical model predictions pointed toward
the likelihood of locally controlled allocations of daughter cells after
mitosis. Such allocations can result from oriented cell divisions and
controlled spindle orientation following anterioposterior polarization
cues in the tissue.

In such a case, most of the allocations of newborn cells occur
predominantly in one direction. This reduces the “lateral” clonal mixing
because the pushing power of clonal mitotic products that invade lateral
clonal domains during proliferation is eased. This should lead to re-
duced clonal blending and to the efficient maintenance of defined clonal
envelope borders while having an impact on the resulting shape in
terms of widening versus elongation (Fig. 4, especially G to L).

To directly test the predictions from the model, we analyzed
Wnt5a knockout mouse embryos (36). Wnt5a is a noncanonical
Wnt and a member of the PCP pathway that is involved in polarizing
epithelial and mesenchymal tissues. Indeed, the knockout of Wnt5a
leads to massive shortening and widening of the face, starting from
preskeletogenic time points (Fig. 5, A to J). The lower jaw appeared
much shorter and wider. At the same time, our data showed that the
volume of the lower jaw was not reduced as compared to the control
(Fig. 5, F and H). This indicates that there was no deficit in prolifer-
ation and in the number of cells that formed the face. This is similar to
the modeling predictions shown in Fig. 4 (G to L). Moreover, this phe-
notype does not influence the induction of all necessary facial
structures, including cartilages, bones, sensory compartments, muscles,
glands, and developing teeth, as monitored by x-ray micro-computed
tomography (u-CT) scans and visualizations (Fig. 5, E to P). Addition-
ally, we did not observe any changes in the general position of major
anisotropic proliferative zones, as analyzed with ethynyl deoxyuridine
(EdU) incorporation assay at E12.5 (Fig. 6, Q and R). Strikingly, when
we examined the orientation of cell divisions using an antibody against
phospho-histone 3 (PH3; commonly used to visualize metaphase plate)
in the anterior face, we found that the predominant anterioposterior
orientations of mitotic products were no longer prevalent in Wnt5a mu-
tants at E12.5 (Fig. 5, S to V). This result is in full accordance with the in
silico simulations (Figs. 3 and 4, G to L).

Live imaging in zebrafish reveals oriented crowd
movements of large cellular groups

To directly observe the dynamics of early shape development in the
facial region, and to connect it with individual cellular behavior, we
used live imaging of genetically traced zebrafish larvae. For this, we
took advantage of the Sox10-CreERT2/Ubi:zebrabow fish line,
which is suitable for clonal color coding and inducible lineage trac-
ing in neural crest cells. The nonrecombined cells express RFP,
whereas cells after recombination can acquire stable YFP or CFP
expression in the lineage. Because of imaging constraints, we
followed mostly YFP" neural crest-derived clones during early cra-
niofacial development.
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First, the results of this experiment demonstrated that neural crest
cells labeled at clonal density give rise to spatially separate and
compact groups of cells. These groups are analogous to the ecto-
mesenchymal clones that we observed in mouse embryos (fig. S5, A
to D, arrows). Second, live imaging clearly demonstrated that indi-
vidual ectomesenchymal cells do not migrate significant distances
but rather rearrange their shape and accommodate their position
within their local microdomain (Fig. 6 and movies S1 to S4). This
complies with the theoretical prediction from the mathematical model
(see Fig. 4). As a result, the labeled cellular clusters change their shape
over time (Fig. 6A) but do not alter their basic cellular structure. This
structure includes cell density and coordinated orientation of cell
divisions that may change over time (Fig. 6, B to L, and especially E).

The progenies of dividing ectomesenchymal cells remain in close
proximity to each other in most of the cases (see tracks of the progeny
in Fig. 6, ] to L). In agreement with the inference from the mathemat-
ical model, these ectomesenchymal cells mostly divide in certain ori-
entations within spatial microdomains, as observed in live imaging
(Fig. 6, B to E). This, too, is consistent with the results obtained in
the mouse model (see Fig. 5, S to V).

At the same time, ectomesenchymal cells relocate to new distant
positions in the embryonic head in synchronized crowd movements
(Fig. 6,J to L, and fig. S5, E to P). These movements stem from push-
ing activities in major proliferative centers, located in, for example,
branchial arches, as evident from EdU analysis (Fig. 6, M to Q, and
movie S5) and direct live observations (movies S1 to S4). Anisotropic
proliferation is apparent in larval ectomesenchyme. This is reflected
in results from an acute EAU incorporation experiment (Fig. 6, M
and N) as well as in EdU label-retaining analysis in ectomesenchyme-
derived cranial cartilage (Fig. 6, O to Q). Application of EQU for 15 min
at 48 hours and analysis at 4 dpf showed an uneven, symmetrical, and
specific pattern of EAU incorporation and retention in skeletal struc-
tures that form after 48 hours of development from ectomesenchymal
cells. Note that the translocating groups of ectomesenchymal cells
behave similarly to viscous liquid (fig. S5, E to P, and movies S1 to $4).
Such morphogenetic movements may account for specific distortions
and complex geometries of clonal envelopes, as shown in Fig. IN.

To sum up, these results agree with computer simulations and are
consistent with observations of clonal patterns in mouse embryos.
Together, they suggest that crowd movements, anisotropic prolifera-
tion, and cell divisions with natural-like variation of the cell cycle
length and phase play a significant role in facial morphogenesis,
whereas long-range individual migration is limited in the face after
neural crest cells transform into neuroglial and ectomesenchymal
components.

Early ectomesenchymal cells are oligopotent within a
given locality

The establishment of facial structures by ectomesenchymal clones
raises the question whether each clone displays restricted and defined
competence to generate only specific cell types. Hypothetically, over-
lapping clones may have committed to distinct fates and later give rise
to different derivatives within a single locality. We tested this assump-
tion using lineage tracing and fate analysis of rare double-colored and
single-colored clones (Fig. 7). The results instead demonstrated that
multiple fates are often generated within one compact clone. Thus, an
individual clone may contribute to, for example, local mesenchyme
and to dermal papillae of whisker follicles (Fig. 7, A and B). In other
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Fig. 5. Disruption of Wnt/PCP-driven cell polarization and subsequent changes in facial shape. (A to D) Representative images of E12.5 embryos:
littermate controls (A and B) and Wnt5a full knockout embryos (C and D). (E to H) u-CT-based 3D reconstructions of the E15.5 embryonic heads: littermate
controls (E and F) and Wnt5a full knockout (G and H). Note the short snout and wider face of the mutant embryos as compared to the control littermates. Pink
color code shows the mandible and its volume calculated for control and mutant embryos. (1 to P) u-CT-based sagittal section through the head of the control
(land K to M) and mutant (J and N to P) embryos with the measurements of the length between the posterior part of the olfactory system and the anterior tip
of the snout. (K to P) Tomographic slices through the salivary gland, developing the molar and the inner ear from control (K to M) and Wnt5a mutant (N to P)
embryos. (Q and R) Distribution of high proliferation zones in control (Q) and Wnt5a knockout mutant (R) E12.5 embryonic mandibles that were treated with
EdU for 2 hours before analysis. Dotted lines outline stereotypic, highly proliferative zones. (S) Scheme of the ROIs where the oriented cell divisions were
quantified in the head of E12.5 embryos. (T) Example of chromosome PH3-based staining on the section of an E12.5 embryonic head; the white arrow points
toward the outgrowing part of nasal prominence, whereas the red arrows show the orientation of cell division and the allocation of daughter cells. (U and V)
Rose diagram of quantified orientations of cell divisions in the anterior face of E12.5 control (U) and Wnt5a knockout mutant (V) embryos. Note the disruption
of the directionality of cell divisions in the mutant embryo as compared to the control littermate. Scale bars, 200 um (Q and R).
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Fig. 6. Live imaging of early zebrafish craniofacial development. (A to L) Live imaging of genetically traced neural crest-derived progenies in
Sox10-CreERT2/Ubi:zebrabow-S zebrafish larvae between 30 and 56 high-power field (hpf) (A to C) and 30 and 42 hpf (D to L). (A) Ventral view on
zebrafish larva head with genetically labeled groups of YFP* cells. Note the spatial stability of translocating labeled groups during organized cell
movements in the regions of expanding brachial arches and around the stomodeum. The dotted circle and white arrows show small defined
trackable groups of cells. Purple arrows point at the melanocyte. The red dotted line shows how the borders of YFP* groups change over time.
Yellow arrows demonstrate the major direction of crowd movement. (B and C) Analysis of oriented cell divisions during live imaging of developing
zebrafish head, ventral view. (B) Bars show orientations of individual cell divisions and color code corresponds to the timing of cell division. (C) Rose
diagram of orientations of cell divisions. (D to L) Cell divisions in the branchial arch of zebrafish at 30 to 42 hpf, side view. (E) Magnified region from
(D). Note that cell divisions change the predominant orientation over time. (F to L) Analysis of the group of cells from the region outlined by the
white rectangle in (D). (F and G) Frames from time lapse with two dividing cells from the branchial arch. (H and I) Frame before (H) and immediately
after (I) mitosis of several ectomesenchymal cells in the region, side view on the branchial arch. (J to L) Tracking of dividing ectomesenchymal cells
and their progeny in the forming branchial arch. (J) First frame of tracking. (K) Final frame of tracking (12 hours). Arrows in (J) and (K) point at the
stable YFP* cell that does not change the position in the embryo and serves as a stable orientation anchor for measuring translocation/crowd
movement of the labeled group of ectomesenchymal cells. Note that during the displacement of the entire group, most of the cell division products
stay proximally close to each other with some rare exceptions [dark brown track in (L)]. Despite this, high intensity of local cellular mixing is
achieved owing to proliferation in accordance with modeling results presented in Fig. 2 (A to C). (M and N) EdU incorporation shows proliferation
rates in different parts of the developing zebrafish head. Note that a 5-min EdU pulse at 48 hpf immediately followed by the analysis showed high
proliferation rates in branchial arches (arrows). (O to Q) Transgenic Col2alaBAC:mCherry zebrafish larva’s entire head (O) and skeletal elements (P
and Q) at 4 days postfertilization (dpf) with incorporated EdU, administered at 48 hpf for 5 min. Note that this EdU label-retaining experiment
highlights uneven proliferation in ectomesenchymal chondrogenic progenitors at 48 hpf (5-min pulse). Arrows point at low EdU-retaining regions in
the facial cartilages. Scale bars, 50 um (A, C, M to O, and Q) and 20 um (B, E, and H to K).
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Fig. 7. Cell fate potential of individual neural crest-derived ectomesenchymal clones. (A to I) Genetic tracing of neural crest-derived progeny
in PLP-CreERT2/R26Confetti embryos. Tamoxifen was injected at E8.5, and the analysis of cell types was performed at E17.5. (A and B) Close-up of the
region in the anterior face with outlined whisker follicles. Note that cells of the GFP* rare clone (arrowheads) contribute to both the surrounding
mesenchyme and dermal papillae. (C to E) A developing incisor is shown with the dotted line. Note the contribution of the rare GFP* clone to the
peridental mesenchyme, osteoblasts, and the dental mesenchymal compartment. (F and G) Cells of the rare CFP*/RFP* clone, pointed out by arrow-
heads, give rise to perichondrial flat cells lining the cartilage, chondrocytes in the olfactory cartilage, and mesenchyme surrounding the olfactory
neuroepithelium. (H and |) Arrowheads show cells of the rare GFP* clone that contribute to cartilage (chondrocytes), trabecular bone (osteocytes),
and the surrounding mesenchyme. (J and K) Rare YFP* clone contributes to the mesenchyme and chondrocytes of the nasal capsule. (L and M)
Localized YFP* and CFP* clones occupy only a part of a lower jaw and contribute to mandibular bone, Meckel’s cartilage (in the case of the CFP*
clone), and the surrounding loose mesenchyme. (E, G, |, K, and L) Von Kossa staining highlights trabeculae of the facial bones, whereas Alcian blue
staining shows cartilage. (N) Diagram representing the occurrence of different cell fate combinations observed within individual clones. (0) Clonal
density genetic tracing induced at E8.5 and analyzed at E12.5 in Sox10-CreERT2/R26Confetti embryos. Note the absence of genetically traced cells in
the neuroglial compartment despite numerous ectomesenchymal clones present in the location. (P) Example of a GFP* rare clone (arrowheads) in
the neuroglial compartment that does not include ectomesenchymal derivatives. (Q) Part of the network of pericytes in the forebrain is organized by the
single yellow clone. NG2 is a pericyte marker, shown in the inset. (R and S) Several traced neural crest-derived glial clones, including a rare YFP*/RFP*
double-colored clone (magnified in the inset), follow the nerve fibers in the lower jaw. For comparison, note the compact ectomesenchymal YFP* clone in
the upper left corner of the image. Scale bars, 200 um. HF, hair follicle.
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situations, single clones contributed to the dental mesenchymal com-
partment and the surrounding osteogenic tissue (Fig. 7, C to E). We
often observed that perichondrial cells, chondrocytes, and neighboring
mesenchymal patches shared the same clonal origin (Fig. 7, F to K). Os-
teogenic cells of membranous bones and neighboring mesenchyme also
showed clonal relationships (Fig. 7, L and M).

None of the analyzed unique ectomesenchymal clones showed
any progeny in the neuroglial compartment (Fig. 70). Consistently,
several rare analyzed clones in the neuroglial compartment did not
appear to share the same color code with cells in the ectomesenchymal
domain (Fig. 7P).

Embryonic ectomesenchyme-derived pericytes (marked by NG2)
were found to spread clonally by dividing along the vessels. This is
similar to how glial cells clonally spread along nerve fibers (Fig. 7,
Q to S). To conclude, labeled neural crest cells give rise to oligopotent
clonal local patches of ectomesenchyme that generate different fates
that are necessary in a specific location.

DISCUSSION

The facial region is largely composed of neural crest-derived proge-
nies. The purpose of the present study was to investigate how those
progenies dynamically build the face. Previously, an elegant clonal
analysis has been performed in the trunk neural crest derivatives that
include neurons, glial cells, and melanocytes. Many important
questions related to both trunk crest multipotency and techniques
concerning Confetti multicolor tracing were resolved in that study
(14). However, trunk neural crest and cranial neural crest are different
in their ability to give rise to mesenchymal structures. Consequently,
knowledge of the clonal structure and cell behavior in relation to early
morphogenesis of the face has remained obscure.

We addressed this question with clonal analysis using a multicolor
Confetti reporter and found that neural crest cells give rise to well-
defined clonal patches (clonal envelopes) of ectomesenchymal tissue
in the prospective facial compartment. They demonstrate conspicuous
borders and consist of clonal progeny formed from a single labeled neu-
ral crest cell. Once formed, these clonal patches persist until at least late
embryonic development and most likely postnatally: They occupy cer-
tain locations in the face and retain recognizable borders. The patches
do not dissolve with developmental time despite some growing hetero-
geneity inside the clone in terms of intercellular distances. The cells
within the clonal envelope are loosely packed and mix locally with
the progenies of other neural crest cells. Developmental robustness of
the facial compartment might be rooted in a high degree of clonal
overlapping in any given locality that is populated by the progenies of
at least several individual neural crest cells. Hypothetically, negative so-
matic mutations occurring in a single migrating neural crest cell or at
the level of the neural tube can be compensated by other unaffected neu-
ral crest-derived local clonal progenies. Moreover, the intense clonal
overlapping among neural crest progenies argues against any somato-
topic mapping (37) at the level of the neural tube. The increasing var-
iability in geometrical shape and size of the clones might reflect
directional cell behavior unique for a given locality, with different pro-
liferation rates in various compartments of the outgrowing face.

We took advantage of mathematical modeling to sort out these
potential mechanisms of clonal behavior. The 3D in silico simulations
of cell dynamics showed that highly efficient clonal overlapping can be
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achieved without migration of individual cells, solely due to the
pushing and mingling force of cells as a result of multiple cell divisions
in the area. Moreover, the model predicted the existence of a chemical
gradient that controls the orientation of cell divisions, to achieve de-
fined clonal envelopes. We set out to test the suggestions from the
model regarding both the minor migratory behavior and the directional
cell dynamics related to cell divisions with subsequent allocations of
daughter cells. Live imaging experiments in zebrafish confirmed our
computer model predictions that ectomesenchymal cells do not per-
form extensive individual migrations and predominantly divide in few
orientation planes within a local microdomain. Moreover, similar to
the situation in the developing limb (17), we discovered that ecto-
mesenchymal cells execute large-scale, collective, coordinated mor-
phogenetic movements, where the cellular arrangements of microdomains
remain well preserved. Such crowd movements, reminiscent of the be-
havior of viscous fluid, have been previously described (17, 38). The
viscous fluid approach was previously used for analyses of biological
systems on cellular and organismal levels (39). According to our re-
sults, the ectomesenchymal cells in the zebrafish lower jaw translo-
cate or perform crowd movement in relation to the eyes and the brain.
This takes place while the stomodeum is displaced anteriorly, presum-
ably as a result of lower jaw mesenchyme outgrowth. The massive re-
location of ectomesenchymal cells occurs because of proliferation in
the lateral regions of the branchial arches and does not involve in-
dependent migration of each cell. This is supported by the fact that
differentiating chondrocytes are still moving forward together with
the surrounding tissue during lower jaw extension (see movie S3).
Thus, it seems that individual ectomesenchymal clones mix and
overlap as cells are added because of cell divisions. This causes sub-
sequent mingling with the neighbors without obvious middle- or
long-range individual cell migration. However, translocations of
large groups of cells (that is, crowd movements) might be respon-
sible for the changes in clonal envelope 3D geometry during critical
morphogenetic rearrangements.

The individual shape of clonal envelopes reflects the anisotropic
growth of the structure (40, 41) following local orientation cues. Our
results show that the cues that orient the plane of cell divisions in the
face, at least in part, are represented by the gradient of Wnt5a, which
influences the allocation of daughter cells after mitosis and, through
this, the general shape. The idea of a Wnt5a gradient is strongly sup-
ported by the similarity of the phenotypes resulting from full Wnt5a
knockout and overexpression of Wnt5a (21-23). In both cases, the gra-
dient is erased from the tissue, which is phenotypically manifested by
the shortening and widening of the face and limbs. Thus, the molecular
mechanisms controlling the emission, detection, and interpretation of
polarity signals (including noncanonical Wnts) can be partly responsi-
ble for the early body plans as well as for the developmental origins of
facial diversity (42), especially during early preskeletogenic stages. De-
spite the strong phenotype in Wnt5a and in other PCP mutants, many
parameters related to the shape and placement of different structures
are not seriously affected. Therefore, there must be other mechanisms
unrelated to directional cell divisions that control the facial shape. An-
isotropic proliferation rates in different facial compartments and result-
ing crowd movements/translocations of cells can provide an alternative
way of governing the shape.

Progressively, ectomesenchymal cells that belong to the same clone
adopt different fates following odontogenic, chondrogenic, osteogenic,
adipogenic, and other directions of differentiation within a spatial
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microdomain. Therefore, single neural crest-derived ectomesenchymal
early progenitors are oligopotent in the face. Our data do not support
the fact that different pools of neural crest cells contribute to prespecified
ectomesenchymal populations restricted in their fate potential within
the mesenchymal spectrum of fates. However, the results may partly
support previously described early fate restrictions in the cranial neural
crest and the existence of an early choice between neuroglial and mes-
enchymal directions of differentiation (15). This renders cranial neural
crest cells different in early fate restrictions as compared to cells of the
trunk neural crest (14).

Various early embryonic mesenchymal populations, similar to
neural crest-derived ectomesenchyme, give rise to multiple differen-
tiated cell types that organize muscle, connective, and skeletal tissues
in the head and other compartments, including limbs. Our results
show that cellular mechanisms of early facial shaping seem to be very
similar to those operating in the limb. Furthermore, recent discoveries
of epithelial-to-mesenchymal transition (EMT), a classical property
of neural crest (43), in limb bud initiation (16) suggest that similarities
between limb and face development are stronger than previously
thought. Moreover, a recent study demonstrated that cranial neural
crest cells that give rise to mesenchymal derivatives in the head may
undergo EMT from a neural fold domain that might not express neural
markers (15). If true, it can be defined as a non-neural ectoderm and is
possibly similar to analogous sites in regions of future limb buds. For
instance, it is widely accepted that facial growth and patterning are regu-
lated by the frontonasal ectodermal zone (FEZ), which includes SHH
and FGF8 expression domains (44, 45). The roles of BMPs, endothelins,
and other soluble factors in facial development and outgrowth have
been thoroughly investigated (44, 46). Variation of signals that affect
cartilage and bone development may also influence shaping programs
at later stages. This is suggested, for example, by studies on BMP3 mu-
tations associated with the size and varying geometry of the vertebrate
skull (47). Apparently, these key signals, including SHH, FGFs, and
BMPs, play critical instructive roles in both facial and limb develop-
ment. It could be speculated that the apical ectodermal ridge secreting
FGF8 and the zone of polarizing activity emitting SHH in limb buds
might be considered to be deeply homologous to the FEZ in the face.
Thus, a blueprint of the cellular and molecular logics that operate in the
mesenchyme of the anterior head could become a starting point for the
induction of appendages in the more posterior parts of the ancestral
body. Some evidence suggest that the origin of paired appendages
involved redeployment of genetic programs from the paraxial to the lat-
eral mesoderm (48, 49). Our data highlight a great degree of similarity in
clonal dynamics between neural crest- and paraxial mesoderm-derived
mesenchyme in the face and branchial arches. Together, our results
support a profound similarity between vertebrate face and limb devel-
opment and, in turn, raise questions concerning a deep homology (50)
between these seemingly unrelated structures.

MATERIALS AND METHODS

Experimental design

This study heavily relied on clonal density genetic tracing and on the
investigation of clonal envelopes in facial ectomesenchyme both as a
series of static pictures and as a dynamic live imaging of mouse and
zebrafish embryos, respectively. In silico modeling of clonal envelopes
in developing ectomesenchyme helped to visualize and define princi-
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ples of clonal overlapping in 3D envelope border formation and other
important aspects leading to the prediction of a gradient that orients
cell divisions. Investigation of a Wnt5a mouse mutant with deficient
polarizing signals confirmed the importance of oriented cell dynamics
in facial development.

Mouse strains and animal information

All animal work was approved and permitted by the Ethical Commit-
tee on Animal Experiments (Norra Djurforsoksetiska Namnd; www.
djurforsok.info/lagar-regler/) and conducted according to the Swedish
Animal Agency’s Provisions and Guidelines for Animal Experimenta-
tion, and international guidelines and regulations were followed (In-
stitutional Review Board/Institutional Animal Care and Use Committee).
Glia-specific genetic tracing mouse strains PLP-CreERT2 and Sox10-
CreERT2 were previously described (25, 26). Both PLP-creERT2 and
Sox10-creERT?2 strains were coupled to R26Confetti mice that were re-
ceived from the laboratory of H. Clevers (24). To induce genetic recom-
bination of adequate efficiency, pregnant females were injected
intraperitoneally with tamoxifen (Sigma, T5648) dissolved in corn oil
(Sigma, C8267). Tamoxifen concentration ranged from 1 to 5 mg per
animal to obtain a range of recombination efficiency. Wnt5a full
knockout embryos were obtained from Whnt5a*~ mice (36) at the
expected Mendelian proportions. Mesodermal tracing was obtained
using Mesp1-Cre mouse strain (35) coupled to R26Confetti reporter
strain. Sox2™" mice have been previously described (30) and were
coupled to Wntl-Cre (31) that were ordered from the Jackson Labora-
tory (stock number 003829). For embryo analyses, heterozygous mice
of the relevant genotype were mated overnight, and by noon, the plug
was considered to be E0.5. Mice were sacrificed by isoflurane (Baxter,
KDG9623) overdose, and embryos were dissected and collected into
ice-cold phosphate-buffered saline. Subsequently, the samples were
placed on freshly prepared 4% paraformaldehyde and, depending on
the developmental stage, were fixed for 3 to 6 hours at 4°C on a roller.
Afterward, the embryos were cleared in Scale-A2 reagent [4 M urea,
0.1% (w/v) Triton X-100, 10% (w/w) glycerol, distilled water] for 6 hours
and imaged in whole-mount mode or, alternatively, the embryos, after
fixation, were cryopreserved in 30% sucrose (VWR, C27480) overnight
at 4°C, embedded in optimal cutting temperature medium (Histolab,
45830), and cut into 14- to 150-um sections on a cryostat (Microm),
depending on the subsequent application.

For cyclopamine treatments, three time-mated PLP-CreERT2/
R26Confetti females were injected with cyclopamine (LC Laboratories)
solution that was administered in corn oil via double intraperitoneal
injections (30 mg/kg in each injection; days 8 and 9 of gestation).
On gestation day 10, we took out and analyzed more than 16 indi-
vidual embryos.

p-CT analysis

We used a GE Phoenix v|tome|x L 240 equipped with a 180-kV/15-W
maximum-power nanofocus x-ray tube and a high-contrast flat panel
detector DXR 250 with 2048 x 2048 pixels and a 200 x 200 um pixel
size. The exposure time was 900 ms for every 2000 positions. The
u-CT scan was carried out at an acceleration voltage of 60 kV and
at an x-ray tube current of 200 pA. The voxel size of the obtained
volumes was in the range of 4 to 6 um, depending on the size of
the embryo head. The tomographic reconstruction was realized using
GE Phoenix datos|x 2.0 3D computed tomography software. The 3D
and 2D cross section visualizations were performed with VGStudio
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MAX 2.2 software. The histogram of the images was adjusted to reach
a better contrast of soft tissues.

Fish in vivo experiments

For genetic tracing in the zebrafish model, we used heterozygous
hybrids obtained from crossings between Sox10:ERT® (51) and ubi:
Zebrabow-S (52) transgenic fish strains. The recombination was in-
duced by application of 1 pM 4-hydroxytamoxifen (Sigma-Aldrich)
into E3 medium at 16 hpf, and embryos were incubated for 12 hours
at 28.5°C. All other manipulations with embryos were performed
according to the standard methods described by Westerfield (53). Live
imaging was performed using a Zeiss LSM 780 (Carl Zeiss) confocal
microscope through existing protocols with minor modifications (54).
For further image processing and calculations, we used ZEN 2012
(Carl Zeiss) and Imaris software (Bitplane). For EAU analysis in de-
veloping zebrafish, we applied EdU to E3 medium at a concentration
of 1.5 mg/ml for 5 min. We used Col2alaBAC:mCherry transgenic
fishes to visualize a cartilage in EdU-stained individuals.

Computational model

Individual cells were represented by their location on an underlying un-
structured lattice, such as those typically used in finite element compu-
tations. The lattice resolution was chosen such that the average cell size
is close to the desired biological cell size. Cell division and migration
events were executed by inserting a new cell at a lattice site adjacent
to the mother cell (division) or by swapping location with an adjacent
cell (migration). Unlike many similar implementations of multicellular
on-lattice models, we accounted for cell pushing; that is, if a dividing cell
attempts to place its progeny at an occupied site, there is a probability
that the occupying cell gets pushed to make room for the daughter cell.
This means that cells can continue to divide even if all neighboring sites
become occupied, rather than becoming quiescent. Because we are
interested in capturing naturally occurring variations in the process,
our model is stochastic. Stochasticity enters by letting the cell division
time and the migration time become normally distributed random
variables where the mean and variances are parameters that can be
tuned to vary the degree of noise in those processes. The division direc-
tion and the migration direction are, in the absence of a polarizing field,
uniformly distributed random variables. The degree of randomness in
the cell division directions can be modulated by introducing a polarizing
field and by tuning via a parameter how strongly the cells respond to
this field, allowing us to vary the cell division direction from being com-
pletely random to becoming highly directionalized. The model is simu-
lated as an event-driven system by a kinetic Monte Carlo algorithm,
where the event with the shortened sampled waiting time is executed
in each iteration. Detailed information about the mathematical model
is provided in the Supplemental Materials.

Microscopy

Frozen samples were sectioned at 14 to 50 um, and the sections were
stored at —20°C after drying for 1 hour at room temperature. Confocal
microscopy was performed with Zeiss LSM 710 CLSM and Zeiss LSM
780 CLSM instruments. The settings for the imaging of Confetti fluo-
rescent proteins were as previously described (24). The imaging of the
confocal stacks was performed using a Zeiss LSM 780 CLSM, Plan-
Apochromat 10x/0.45 M27 Zeiss air objective, with 23 to 79 optical
slices of 12 pm each with a z-axis shift of 9 um for every step. Before
whole-mount imaging, the embryos (from E9.5 to E12.5) were cleared
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in Scale-A2 reagent for 6 hours. For basic image processing and analysis,
we used ZEN 2012 software.

Immunohistochemistry, tissue stains, and EdU analysis

The following primary antibodies were used: goat anti-GFP (fluorescein
isothiocyanate) (Abcam; 1:500), goat anti-Sox10 (Santa Cruz Bio-
technology; 1:500), anti-neurofilament 2H3 (generated by Develop-
mental Studies Hybridoma Bank; 1:100), Tujl (Promega, G712A;
1:1000), NG2 (Millipore, AB5320; 1:200), anti-PH3 (Millipore, clone
MC463; 1:1000), 4',6-diamidino-2-phenylindole (DAPI; with Vecta-
shield mounting medium for fluorescence; H-1200, Vector Laboratories
Inc.), DCT (gift from V. Hearing; 1:1000), and rabbit anti-Sox2 (Abcam,
AB97959; 1:1000). For the detection of the abovementioned primary
antibodies, we used secondary antibodies produced in donkey conju-
gated with Alexa Fluor 405, 488, 555, or 647 (Invitrogen; 1:1000). Slices
were mounted with 87% glycerol mounting medium (Merck). EAU
(Life Technologies) was injected 2 hours before the embryos were har-
vested at a concentration of 65 pg/g. Cells with incorporated EAU were
visualized using a Click-iT EAU Alexa Fluor 647 Imaging Kit (Life Tech-
nologies). For von Kossa staining of the bone, we submerged the cryo-
sections into silver solution (50 g/liter of silver nitrate in distilled water).
Then, we exposed sections to white light from the laboratory lamp for
20 to 50 min. Next, silver nitrate was extensively removed with distilled
water during three 7-min washes. After the washes, we placed cryosec-
tions into thiosulfate solution (50 g/liter in distilled water) for 5 min.
Finally, we performed three sequential 5-min washes in distilled water
and mounted microscopic slides with glycerol for imaging. For Alcian
blue staining of the cartilage, we used Alcian blue solution (pH 2.5; 1 g of
Alcian blue 8GX in 100 ml of 3% glacial acetic acid). Cryoslides were
hydrated in distilled water and then kept in 3% acetic acid for 3 min.
Then, the slides were transferred to Alcian blue solution and micro-
waved for 30 s. Afterward, depending on the strength of the signal,
the slides were left with Alcian blue solution or were immediately
washed in water twice for 5 min and mounted with glycerol.

Image analysis and statistics

All statistical data in the figures are represented as means + SEM.
Every dot on the graphs in Fig. 1 corresponds to one analyzed clone.
The unpaired version of Student’s f test was used to calculate the sta-
tistics (P value). All results were replicated in at least three different
animals. We used Bitplane Imaris software for volume rendering and
digital quantifications of occupied clonal volumes, measuring in-
tercellular distances, automated cell counting, and producing max-
imum intensity projection images. For example, in Fig. 1 and fig. S1,
rare double-colored clones in E9.5 and E10.5 and rare green clones in
E17.5 were identified, segmented, and visualized in Imaris. For every
clone on the graphs in Fig. 1 (M and N), we calculated 6 to 22 inter-
cellular distances depending on the clonal size in a particular loca-
tion from several embryos. For analysis of the percentage of occupied
clonal volume in Fig. 1L and fig. S4P, we used a 150 x 150 x 200 pm
ROI volume (except for the locations where mesenchymal cells re-
presented a narrow layer between the developing brain and the ecto-
derm; in such cases, one dimension of the ROI volume was reduced
accordingly), where we segmented the clonal surfaces using Imaris,
calculated total volume encapsulated in cells of the clone, and then
subtracted such volume from the total volume of the ROI for every
analyzed clone or in different anatomical positions for all color-
coded mesodermal derivatives. In Fig. 2, the distances between cells
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in single clones were measured using Spots to Spots Closest Distance
Xtension in Imaris.

For the analysis of oriented cell divisions in Wnt5a mutants with
corresponding controls, we performed immunohistochemistry with
PH3 antibody on frozen sagittal sections of embryonic heads. Angle
of the cell division was calculated as an angle between the cell division
axis and the vector drawn through the basisphenoid toward developing
nostrils. At least three individual Wnt5a mutant embryos were assessed
together with higher numbers of littermate wild-type controls. In zebra-
fish live imaging experiments, dividing cells were tracked manually
through the time series. Coordinates of each cell center after cell division
were determined. Angle of the cell division in 3D was calculated as an
angle between the cell division axis and the vector drawn through the
fish body midline from the mouth to the midpoint between nostrils. We
performed the actual calculations using vector coordinates derived from
3D space in Imaris. We counted orientations of cell divisions in three
fishes between 30 and 52 hpf.

SUPPLEMENTARY MATERIALS

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/2/8/e1600060/DC1

fig. S1. Identification of rare double-color and GFP* clones in neural crest ectomesenchyme in
E9.5 to E10.5 embryonic faces.

fig. S2. Clonal mixing and distribution of NCC-derived clones in the embryonic trunk and head
through the development.

fig. S3. Defined borders between mesoderm- and neural crest-derived progenies at postnatal
and embryonic stages.

fig. S4. Genetic tracing of mesoderm-derived mesenchymal progenies reveals similarities with
the neural crest-derived ectomesenchyme.

fig. S5. Live imaging of ectomesenchymal clones and progenitors in the eye shows difference
between organized crowd movements and individual migrations.

movie S1. Live imaging of genetically traced neural crest-derived progenies in Sox10-CreERT2/
Ubi:zebrabow-S zebrafish larvae between 30 and 56 hpf, ventral view.

movie S2. Live imaging of translocating ectomesenchymal clusters in Sox10-CreERT2/Ubi:
zebrabow-S zebrafish larvae between 39 and 52 hpf, ventral view.

movie S3. Live imaging of genetically traced neural crest-derived progenies in Sox10-CreERT2/
Ubi:zebrabow-S zebrafish larvae between 30 and 88hpf, ventral view.

movie S4. Live imaging of translocating ectomesenchymal clusters in Sox10-CreERT2/Ubi:
zebrabow-S zebrafish larvae between 39 and 52 hpf, ventral view.

movie S5. 3D EdU analysis of Col2alaBAC:mCherry zebrafish larva’s entire head at 4 dpf
corresponding to Fig. 5 (O to Q).

Supplementary Materials and Methods
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Oriented clonal cell dynamics enables
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vertebrate cartilage
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Abstract Cartilaginous structures are at the core of embryo growth and shaping before the
bone forms. Here we report a novel principle of vertebrate cartilage growth that is based on
introducing transversally-oriented clones into pre-existing cartilage. This mechanism of growth
uncouples the lateral expansion of curved cartilaginous sheets from the control of cartilage
thickness, a process which might be the evolutionary mechanism underlying adaptations of facial
shape. In rod-shaped cartilage structures (Meckel, ribs and skeletal elements in developing limbs),
the transverse integration of clonal columns determines the well-defined diameter and resulting
rod-like morphology. We were able to alter cartilage shape by experimentally manipulating clonal
geometries. Using in silico modeling, we discovered that anisotropic proliferation might explain
cartilage bending and groove formation at the macro-scale.
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Introduction

Cartilage is an essential skeletal and supportive tissue in our body. The shape and size of each carti-
lage element results from complex developmental processes; mesenchymal cells initially condensate,
differentiate into chondrocytes, and then an orchestrated growth of the entire structure occurs
(Goldring et al., 2006). Often, cartilage plays an important role as a developmental intermediate,
such as during the endochondral growth of the long-bones (Mackie et al., 2008). Cartilage elements
vary widely in their shapes: they may be simple shapes like rods or bars (Meckel, cartilage templates
of the future long bones and ribs) or sheet-like structures (in the head), but can be extremely compli-
cated with a huge number of irregular shapes (for instance, in the inner ear or pelvis). The geometri-
cal properties of cartilage elements must be fine-tuned during the growth because cartilage
provides indispensable structural support to the body during development. Yet, how this is achieved
despite drastic changes in size is unclear.

After early cartilage forms from mesenchymal condensations, growth typically occurs in all dimen-
sions. However, the diversity of cell dynamics controlling precise early growth and shaping is not
well studied. At the same time, the late growth of long rod-shaped cartilage elements in limbs is
achieved through a mechanism of endochondral ossification that includes oriented cell dynamics in
growth plate-like zones (Vortkamp et al., 1996). In the germinal zone of a growth plate, chondro-
cytes proliferate and produce progenies that form long streams oriented along the main axis of the
forming skeletal element. Inside such streams, chondrocytes undergo flattening, oriented cell divi-
sions and hypertrophy before dissipating and giving place to the forming bone (Nilsson et al.,
2005), a process which is controlled by many signals (Kronenberg, 2003). This cell dynamic enables
efficient extension of the skeletal element in a specific direction that coincides with the orientation
of cell divisions in the proliferative zone (Abad et al., 2002). Growth plate disorders may result in
dwarfism and other illnesses (De Luca, 2006).

Some parts of the cartilaginous skull (e.g. the basisphenoid of the chondrocranium) also undergo
endochondrial ossification in synchondroses, and significant growth of the cranial base is achieved
through a similar mechanism (Hari et al., 2012; Wealthall and Herring, 2006).

Synchondroses are mirror-image growth plates arising in the cranial base, which primarily facili-
tate growth in the anterio-posterior direction (Kettunen et al., 2006; Laurita et al., 2011,
Nagayama et al., 2008; Young et al., 2006). Disorders in the development of synchondroses
severely impact the elongation of the cranial base and often result in short-faced mutants and a gen-
eral decrease of the cranial length (Ford-Hutchinson et al., 2007, Ma and Lozanoff, 1999). Insuffi-
cient or abnormal development of a cartilage element is one of the reasons for human craniofacial
pathologies, providing a connection between the chondrocranium and facial bone geometry, size
and placement (Wang et al., 1999).

The growth mechanism operating in growth plates and synchondroses involves the transformation
of the cartilage into the bone. Since growth plates or synchondroses are oriented towards a specific
direction, the expansion of a cartilage in other dimensions is not clear from the mechanistic point of
view and requires further investigation. For example, although it is well known that the mouse chon-
drocranium develops as 14 independent pairs of cartilage elements that form one united structure,
the logic behind further shaping and scaling remains unclear (Hari et al., 2012). How these initially
separated large cartilaginous elements form, grow and fine-tune their geometry, thickness and
smoothness during development is still not completely understood. We hypothesized that accurate
cartilage growth might require alternative cell dynamics that do not involve hypertrophy, ossification
or growth plates.

Such alternative cell dynamics may also contribute to the accuracy of scaling during cartilage
growth. Scaling is a process of growth that maintains both the shape and the proportions of the
overall structure. In nature, scaling often involves sophisticated principles of directional growth and a
number of feedback mechanisms (Green et al., 2010). For instance, during bird development, the
diversity in beak shape is constrained by the dynamics of proliferative zones in the anterior face
(Fritz et al., 2014). Furthermore, scaling variations of beaks with the same basic shape result from
signaling that controls the growth of the pre-nasal cartilage and the pre-maxillary bone
(Mallarino et al., 2012). Indeed, in order to accurately scale a pre-shaped 3D-cartilaginous template
both local isotropic and anisotropic cell dynamics may be required.
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To assess changes in the complete 3D anatomy of the face following cellular-level mechanistic
studies we used a variety of approaches including micro-computed tomography (u-CT), genetic trac-
ing with multicolor reporter mouse strains, multiple mutants and mathematical modelling.

Most importantly, we reveal here how oriented clonal behavior in the chondrogenic lineage con-
trols the overall geometry of the cartilage elements, and show that this geometry can be manipu-
lated with molecular tools at various levels.

Results

Cartilage elements form and grow in all parts of the vertebrate body. The developing face provides
a remarkable variety of cartilage geometries and sizes and, therefore, may serve as a sophisticated
model system to study the induction of complex cartilaginous structures.

The developing cartilaginous skull, the chondrocranium, displays a very complex geometry of
mostly sheet-like cartilages that result from coordinated anisotropic growth in all dimensions. Such
expansion of sheet-like cartilaginous tissue during embryonic development involves several mecha-
nisms that were proposed in the past, including the formation and growth of cartilage at syn-
chondroses, as well as at the apical growth zone.

To understand the changes in dimensions of chondrocranium growth at major developmental
stages, we took advantage of 3D reconstructions using U-CT enhanced with soft tissue contrasting
(Figure 1). This approach enables the identification of various tissues and cell types in the embryo
based on differential uptake of tungsten ions. We validated the u-CT visualization of embryonic carti-
lage by directly aligning stained histological sections with the 3D models (Figure 1—figure supple-
ments 1 and 2).

We analyzed the expansion of the chondrocranium due to synchondroses and found that despite
a significant anterio-posterior elongation, synchondroses cannot entirely explain the growth dynam-
ics in all directions: anterio-posterior, latero-medial and dorso-ventral vectors of growth (Figure 1A~
C). Specifically, we found a complete absence of synchondroses and other endochondrial ossifica-
tions in the growing nasal capsule, even at the earliest postnatal stages, while membranous ossifica-
tions appeared well developed. The stereotypical clonal cell dynamics found in synchondroses
(Figure 1D-I) did not appear during the development of the nasal capsule. Therefore, during the
entire embryonic development, chondrocranium growth and shaping is largely aided by additional
and unknown mechanisms of growth.

To investigate another possible mechanism of growth, we examined the apical growth zone of
the nasal capsule. To understand growth dynamics there, we birth-dated different regions of the
facial cartilage using genetic tracing in Col2a1-CreERT2/R26Confetti and Sox10-CreERT2/R26Con-
fetti embryos (Figure 2—figure supplement 1). Both Col2a1-CreERT2 and Sox10-CreERT2 lines
recombine in committed chondrocyte progenitors and in mature chondrocytes. 3D analysis following
tamoxifen injections at different developmental stages allowed us to identify the parts of the carti-
lage that develop from pre-existing chondrocytes and the regions generated from other cellular
sources (Figure 2, Figure 2—figure supplement 1). As an example, after genetic recombination
induced at E12.5, locations with high amount of traced cells show structures that come from pre-
existing cartilage, whereas areas comprising from non-traced cells present structures originating
from de novo mesenchymal condensations. We discovered that important and relatively large geo-
metrical features are produced from waves of fresh mesenchymal condensations induced directly
adjacent to larger pre-laid cartilage elements between E13.5 and E17.5: this includes the frontal
nasal cartilage, nasal concha, labyrinth of ethmoid and, consistent with previous suggestions, cribri-
form plate (Figure 2C and Figure 2—figure supplement 1A-K). These results cannot be safely
inferred from 2D traditional histological atlases because of the complex geometry. Our results are
complementary to the findings of McBratney-Owen and Morris-Key with coworkers, who demon-
strated that the complete chondrocranium (including skull base) develops from 14 pairs of early
independently induced large cartilaginous elements that fuse together during later development
(McBratney-Owen et al., 2008). Here, we demonstrated how new adjacent mesenchymal condensa-
tion can increase the geometrical complexity of a single solid cartilaginous element.

To substantiate our results, we took advantage of Ebf2-CreERT2/R26Tomato transgenic mouse
line that can genetically label only a few selected patches of early mesenchyme in the cranial region.
We wanted to test if some of these labelled mesenchymal patches can undergo chondrogenesis
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Figure 1. Visualizations of endochondrial ossifications in the chondrocranium during development. (A) 3D models of chondrocrania with visualized
bone and hypertrophic cartilage. Note the absence of endochondrial ossifications in the nasal capsule between E14.5-17.5. Intramembraneous
ossifications are not shown. (B) Width and length of the chondrocranium in E12.5-17.5 stages. (C) P2 stage model with visualized bone formation,
hypertrophic zones and intramembraneous ossification in the nasal capsule. Clipping planes are applied for better visualizations of synchondroses.
Figure 1 continued on next page
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Corresponding raw CT data are presented in the lower part. (D-I) Clonal genetic tracing in synchondroses with Sox10CreERT2/R26Confetti; injected at
E12.5 and collected at E17.5. (D) Schematic of synchondroses, (E) DAPI stained nuclei, (F-I) different clonal arrangements in various zones of

progressing synchondroses.
DOI: 10.7554/eLife.25902.002

The following figure supplements are available for figure 1:

Figure supplement 1. Histological confirmation of u-CT results.

DOI: 10.7554/eLife.25902.003

Figure supplement 2. Immuno- and histological validation of cartilage contrasting obtained from p-CT analysis and subsequent 3D modelling.

DOI: 10.7554/eLife.25902.004

independently and much later than most of the chondrocranium structure. If that would be the case,
we could expect the formation of very sharp borders between the labelled and non-labelled carti-
lage due to the fusion of newly produced labelled cartilage with the old unlabeled one. If the local
cartilage would form from labelled and unlabeled mesenchyme at the same time, the border would
not form due to mesenchymal clone mixing that we observe when we label early neural crest. We
injected Ebf2-CreERT2/R26Tomato animals with tamoxifen at E12.5 and analyzed the embryos at
E17.5 (Figure 2—figure supplement 2). As a result, we discovered that the cartilage element con-
necting the inner ear with the basisphenoid was genetically traced, and demonstrated a very sharp
border with non-traced cartilage (Figure 2—figure supplement 2C-D). u-CT data confirmed that
this element develops entirely after E14.5 from newly formed mesenchymal condensations adjoining
the chondrocranium (Figure 2—figure supplement 2A-B), and this might be related to differential
regulation at the neural crest-mesodermal border (McBratney-Owen et al., 2008; Thompson et al.,
2012). At the same time, the main structure of the chondrocranium is expanded in a very precise
and symmetrical way due to unknown cellular and molecular mechanisms that cannot be explained
by the freshly induced condensations, the apical growth zone, or even cell dynamics in synchondro-
ses. Our U-CT results (Figure 2) show that various parts of the chondrocranium develop due to the
growth of pre-existing cartilage not involving ossifications, while only additional features are induced
in waves as de novo mesenchymal condensations that fuse with the main element during their matu-
ration or expand in the process of ossification.

We further focused on the developing nasal capsule because its growth does not involve syn-
chondroses while the apical growth zone and adjoining mesenchymal condensation only partly pro-
vide for the growth and shaping modifications.

The results obtained from comparisons of cartilaginous nasal capsules from different develop-
mental stages showed that the shape of the structure is generally established by E14.5 (Figure 3,
Figure 3—figure supplement 1, Figure 3—figure supplement 2, Video 1). Nevertheless, from
E14.5 until E17.5 the cartilaginous nasal capsule is accurately scaled up with significant geometrical
tuning (Figure 3A-B). Previous knowledge suggests that the underlying growth mechanism should
be based on appositional growth of the cartilage during its transition to bone (Hayes et al., 2001;
Li et al., 2017), however, numerous facial cartilages never ossify, but continue to grow.

Tomographic reconstructions of sheet-shaped cartilage elements in the nasal capsule revealed
extensive expansion of the cartilage surface area and overall volume (Figure 3E-F). Surprisingly, the
thickness of the cartilaginous sheets did not change as much as the other dimensions during nasal
capsule growth (Figure 3C-F, Figure 3—figure supplement 1, Video 1). Thus, the sheet-shaped
cartilage expands mostly laterally (within the plane) during directional growth. Therefore, we
expected that clonal analysis of the neural crest progeny (with Plp1-CreERT2/R26Confetti) and of
early chondrocytes (with Col2a1-CreERT2/R26Confetti or Sox10-CreERT2/R26Confetti) would reveal
clonal units (so called clonal envelopes) oriented longitudinally along the axis of the lateral expansion
of the cartilage. Surprisingly, and contrary to this, clonal color-coding and genetic tracing demon-
strated transversely oriented clones represented by mostly perpendicular cell columns or clusters
formed by traced chondrocytes (Figure 4, especially A-C, Figure 4—figure supplement 1).

To understand this process more in depth, we started with genetic tracing of the neural crest cells
and their progeny in the facial cartilage with Plp1-CreERT2/R26Confetti (tamoxifen injected at E8.5).
Clonal analysis and color-coding of neural crest-derived chondrogenic and non-chondrogenic ecto-
mesenchyme showed intense mixing of neural crest-derived clones in any given location (Figure 4A-
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Figure 2. Induction of initial shape and geometrical transformations of the facial chondrocranium. (A-C) u-CT-based 3D reconstruction of chondrogenic
mesenchymal condensations and cartilage in the face of E12.5, E13.5, E14.5 and E17.5 embryos. (A) Mesenchymal condensations (yellow) segmented
from E12.5 and E13.5 embryos and presented in frontal and top projections. Note that the basics of the facial chondrocranium are already established
at the stage of mesenchymal condensations during the early development, while general geometry and fine details are tuned during further
transformations. (B-C) Top, clipping plane + top and frontal projections of E14.5 (B) and E17.5 (C) developing facial chondrocranium. (C) Yellow color
highlights the results of cartilage birth-dating experiments and shows the areas produced from de novo mesenchymal condensations that appear in
successional waves after the primary cartilage (shown in green) is produced at previous stages (E14.5). Note that the shape of the facial chondrocranium
develops as a result of incremental formation and additive fusion of new mesenchymal condensation with pre-existing cartilage. Red arrows indicate
areas of cartilage which bend at later developmental stages (B,C) and red-outlined arrows indicate the same areas within the mesenchymal
condensations at E13.5, prior to bending (A, bottom).

DOI: 10.7554/elLife.25902.005

The following figure supplements are available for figure 2:

Figure supplement 1. Genetic tracing serves as a tool for birth-dating of the cartilage during the embryonic development.
DOI: 10.7554/eLife.25902.006

Figure 2 continued on next page
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Figure supplement 2. Genetic tracing based on Ebf2-CreERT2/R26Tomato serves as an indicator for structures developed from late mesenchymal

condensations.
DOI: 10.7554/eLife.25902.007

C, Figure 4—figure supplement 1D-G) (Kaucka et al., 2016). At the same time, chondrogenic
ectomesenchyme demonstrated the presence of transversely oriented doublets of genetically traced
and also EdU-labeled cells already at E13.5 (Figure 4—figure supplement 1G (inserts) and H). Next,
analysis of neural crest progeny in established cartilage highlighted the presence of perpendicularly
oriented clonal doublets and columns (Figure 4A-C). Further analysis of EdU incorporation and
genetic tracing with chondrocyte-specific Col2a1-CreERT2/R26Confetti and Sox10-CreERT2/
R26Confetti lines confirmed the existence of transversely oriented products of cell proliferation in
the mature (E14.5-E17.5) cartilage (Figure 4D-F for EdU, Figure 4G,H-L and Figure 4—figure sup-
plement 2 for lineage tracing). These results imply that cells in the sheet-shaped cartilage do not
allocate daughter cells in lateral (longitudinal) dimensions as would be intuitively expected.

Thus, simple lateral or unidirectional proliferation cannot account for the accurate scaling of the
sheet-shaped cartilage in the face. Instead, the cartilage development from chondrogenic condensa-
tions is achieved by a cellular mechanism that involves intercalation of columnar clonal units.

It was unclear to us why column-like structures, and no other shapes, are integrated into the
sheet-shaped cartilage and how the fine surface is maintained during this mechanism of growth. To
better understand possible mechanisms of accurate sheet-shaped cartilage surface development we
modelled individual cell dynamics, in silico in 4D (3D + time) (Figure 5) (Hellander, 2015). We used
this modelling to address two questions: firstly, under what conditions are clonal columns observed?
Secondly, how is the sheet-like shape achieved by polarized or non-polarized cell divisions of single-
cell thick layers and what are the controlling mechanisms? We tested a group of variables including:
cell division speed, allocation of daughter cells in random- or defined directions, orientation cues in
the tissue (equivalent to molecule gradients), as well as pushing/intercalating of the daughter cells
during proliferation. We qualitatively compared the results from in silico simulations to our experi-
mental clonal analysis from various genetic tracing experiments, in order to identify conditions in the
model that were compatible with patterns observed in vivo.

The results of the mathematical modelling suggested that the clonal dynamics observed in natural
conditions requires polarity cues in the system, specifically, a two-sided gradient of signals would be
required to precisely fine- tune cartilage thickness (Figure 5A-J). At the same time, some yet to be
identified mechanism controls the average number of cell divisions in a column, further controlling
columnar height and undoubtedly regulating the local thickness of the cartilage. Combined with the
observed introduction of the transverse clonal columns, oriented cell proliferation can provide fine
surface generation and scaling (Figure 4—figure supplement 2). Moreover, the model highlighted
the elegance of cartilage design involving transverse columnar clones in the sheet-shaped elements:
this logic enables the uncoupling of thickness control (depends on cell numbers within a clone) and
lateral expansion (depends on the number of initiated clones), which are likely two molecularly unre-
lated processes in vivo. The absence of a gradient during in silico simulations led to the generation
of 3D asymmetrical clusters instead of straight columns (even in conditions of highly synchronized
cell divisions, and starting from a laterally space-constrained initial configuration - suggesting the
promotion of vertical growth due to space-exclusion in the lateral direction) (Figure 51,J). This, in
turn, led to the formation of surface irregularities in the cartilage with subsequent loss of local flat-
ness (heat-map diagram in Figure 5I,J).

Importantly, lineage tracing also showed that for cartilaginous structures in the head with asym-
metrical or complex irregular geometries, such as areas where several sheet-shaped cartilage ele-
ments were merged, clones were not constructed to perpendicular columns. In such locations, we
identified irregular clonal clusters or randomly oriented clonal doublets, in accordance with the
modelling results (Figure 6A-J). Thus, the shape and orientation of clones corresponds to the local
geometry of the cartilage element.

Next, we attempted to target a molecular mechanism that controls the flatness and sheet-like
shape of the facial cartilaginous sheets. We discovered that activation of ACVR1 (BMP type one
receptor, ALK2) in developing cartilage leads to a phenotype with targeted clonal micro-geometries
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Figure 3. Facial chondrocranium undergoes major lateral expansion without extensive thickening during growth. (A) The 3D-model of E14.5 nasal
capsule (blue) is placed onto the E17.5 model (green) for better presentation of growth-related changes. (B) Frontal clipping planes of 3D-models of
nasal capsules at E14.5, E15.5, E16.5 and E17.5 (from left to right). Notice the mild changes in cartilage thickness as compared to the lateral expansion
of the whole structure during growth. (C) Cartilage thickness heat-maps at E14.5 and E17.5 developmental stages. Less thick locations (color-coded in
Figure 3 continued on next page
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blue) correspond to intense growth zones shown in Figure 11. Dots show individual positions selected for precise measurements and demonstration
on the graph shown in (D). Note that after E16.5 cartilage thickness remains relatively stable. (E-F) Cartilage surface area (E) and volume (F) expansion
has been measured and compared between above mentioned stages. Note that there is a much greater increase in surface and volume (approximately
3-fold) than in thickness of the cartilage (less than 50%).

DOI: 10.7554/elife.25902.008

The following figure supplements are available for figure 3:

Figure supplement 1. 3D models and wall thickness analysis of chondrocraniums at different developmental stages.

DOI: 10.7554/eLife.25902.009

Figure supplement 2. Comparisons of the shape and size differences between developmental stages and Wnt/PCP mutants.
DOI: 10.7554/eLife.25902.010

(Figure 6K-P,R). We utilized a constitutively activated caALK2 transgene (Fukuda et al., 2006)
together with genetic tracing in a way that every GFP-expressing cell is carrying constitutively active
ACVR1. This experiment revealed a dramatic change of the shape of clonal envelopes, changing
from straight perpendicular columns to disorganized spherical clusters inside the sheet-shaped carti-
lages of transgenic Sox10-CreERT2/R26caALK2-IRES-GFP embryos (Figure 6K-N). The ectopically
activated ACVR1 resulted in the presence of clonal spherical clusters that interfered with the carti-
lage borders and caused the formation of ectopic bumps, swellings and other abnormal local shapes
- in accordance with the mathematical modelling predictions (substantially resembling the condition
with no gradient, see Figure 5I) (Figure 60-P). All recombined cells in this caALK2 experiment
became Sox9" chondrocytes. There were no other cell types found to be GFP™, including perichon-
drial cells. This result indicates that BMP family ligands either produce the gradient that directs the
orientated behavior of chondrocytes inside of the cartilage or, alternatively, that an experimental
increase of BMP signaling renders the cells insensitive to the gradient established by other mole-
cules. In any case, ACVR1 mutation can be used as a tool to change columnar arrangements into
clusters (Figure 6N,R). The activation of ACVR1 by Sox10-CreERT2 starting from E12.5 occurred
both in perichondrial cells and in chondrocytes (based on our genetic tracing results using Sox10-
CreERT2/R26Confetti). This later coincided with
clonal bumps and bulging regions positioned
mainly at the surface of sheet-shaped cartilagi-
nous sheets (Figure 6L,N,P). These data also
support the hypothesis that integration of clonal
chondrocyte clusters into existing cartilaginous

sheets likely depends on clonal shape and origi-
nates from the periphery of the cartilage. When
this column-inserting process fails, the progeny
of cells at the periphery of the cartilage forms
ectopic bumps outside of the normal cartilage
borders, and disrupts the flatness and straight-

ness of cartilage surfaces. Video 1. 3D-models based on segmentation of

Next, we attempted to block the planar cell
polarity (PCP) pathway to challenge the system
and disrupt the formation of perpendicular col-
umns in the flat or curved cartilaginous sheets.
To do this we performed u-CT and EdU-incorpo-
ration analysis on Wnt/PCP mutants. Wnt/PCP
pathway is well known for driving the cell and tis-
sue polarity, and distinct facial phenotypes have
appeared in Ror2, Vangl2 and Wnt5a homozy-
gous mutants (Figure 7A). When EdU was
administered 24 hr before embryo harvest, sub-
sequent analysis showed no differences in the
EdU-positive perpendicular clonal columns which
formed within sheet-shaped facial cartilage of

mesenchymal condensations and mature cartilage from
u-CT tomographic data. The first sequence illustrates
wall thickness analysis results represented as a heat-
map, starting from E12.5 (facial mesenchymal
condensation) until E17.5 (facial cartilage). Cartilages
and other soft tissues shrink during contrasting with
phosphotungstic acid, and, thus, the reported metrics
cannot be directly compared with biological samples
treated in a different way. The following sequence
shows facial chondrocranium models of Wnt/PCP
mutants in comparison to the wild type. The last
sequence shows the full chondrocranium at different
embryonic stages, followed by 3D models of both the
control embryo and Wnt5a mutant embryo at E17.5.
DOI: 10.7554/elife.25902.011
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Figure 4. Clones of chondrocytes show transversely oriented columnar structure in sheet-shaped facial cartilage. (A-C) Chondrocyte clones at E17.5
were genetically traced from neural crest cells (E8.5), sagittal sections. The cartilage is outlined with white dashed line. (D-F) Analysis of EdU
incorporation (24 hr after the pulse) into growing cartilage at different stages. Arrowheads indicate sparse columnar arrangements of EJU" cells. Rose
diagrams show orientation of EAU™ clusters in the cartilage of embryos at E14.5 (D), E15.5 (E) and E16.5 (F). (G) Genetic tracing of chondrocytes
Figure 4 continued on next page
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initiated at 12.5 and analyzed at 15.5. The clipping plane of a 3D-model (side projection) is shown for better orientation in the analyzed region. Note
the transverse orientation of clonal doublets and columns (arrowheads). (H-J) Genetic tracing induced at E15.5 and analyzed two days later in embryos
of Sox10-CreERT2/R26YFP mouse strain. Arrowheads indicate clonal columns of chondrocytes that formed inside of the growing cartilage between
E15.5 and E17.5. The orientations of clonal arrangements are shown in the rose diagram in (K). (L) Orientation of clonal doublets and columns in
genetically traced cartilage (from E12 to E15) of Col2a1-CreERT2/R26Confetti embryos. Scale bars = 100 pm.

DOI: 10.7554/elife.25902.012

The following figure supplements are available for figure 4:

Figure supplement 1. Oriented clonal dynamics in chondrogenic mesenchymal condensations.

DOI: 10.7554/elife.25902.013

Figure supplement 2. Clonal oriented clusters of chondrocytes contain closely associated perichondrial cell in flat facial cartilages.

DOI: 10.7554/eLife.25902.014

Wnt5a knockout mutants or wild type controls (Figure 7B-D). u-CT analysis at early developmental
stages showed that as early as at E12.5, Wnt5a mutants had abnormal shape and placement of the
mesenchymal condensations that create a template for future cartilaginous structures (Figure 7E-F).
Although p-CT analysis of Wnt5a, Ror2 and Vangl2 homozygous mutants at later developmental
stages confirmed that chondrocranium shape was heavily affected (with generally shortened nasal
capsules as compared to both wild-type and heterozygous controls) (Figure 7A), we did not detect
any defects in cartilage micro-geometry, including thickness or surface organization. Altogether,
these results indicate that Wnt5a, Ror2 and Vangl2 do not control cartilage growth and shaping per
se (via the insertion of perpendicular columns). Instead, they influence the position and shape of
chondrogenic condensations, which define the future geometry of the facial chondrocranium
(Figure 7E,F).

Following the prediction from our mathematical model that the thickness of the cartilage can be
controlled by the number of cells in the inserted clonal column, we searched for the molecular mech-
anisms which control this. Knowing from our results that proliferation rate drops in the mature carti-
lage, we hypothesized that chondrocyte maturation speed may influence the number of cell
divisions within a column. To test this suggestion, we analyzed G-protein stimulatory o-subunit (Gsa)
knockout embryos (Figure 8). Inactivation of Gsa, encoded by Gnas, is known to lead to accelerated
differentiation of columnar chondrocytes, without affecting other aspects of cartilage biology
(Chagin et al., 2014). We analyzed three different locations in the developing chondrocrania, and
observed a significant reduction of cartilage thickness in absolute metrics (Figure 8A,B,J), as well as
in terms of the number of cells within each column (Figure 8B-H). Thus, the Gsa knockout is a per-
fect tool to test whether the modulation of differentiation speed can be used to create a variation of
local cartilage thickness. The result of this experiment demonstrated that sheet-shaped cartilages in
Gso knockout embryos are thinner than that of littermate controls, while other parameters (including
general size and shape of nasal capsule and other locations in the head together with the transverse
orientation of chondrocyte columns) remain largely unaffected (Figure 8A,B,l). Thus, these data
experimentally validated mathematical predictions and confirmed that the thickness of cartilage is
determined by the number of cell divisions within a transverse clone, and that this is uncoupled from
lateral expansion.

Next, we wanted to know how clonal cell dynamics accounts for the shape development in rod-
shaped cartilages. For this we investigated the clonal dynamics in Meckel, rib and limb cartilages
with the help of Confetti-based genetic tracing as well as EJU incorporation. The clonal arrange-
ments appeared highly oriented and strongly resembled the clonal columns we observed in the
facial cartilage. The columnar clones were oriented mostly transversally in the plane of a rod diame-
ter and could not explain the early growth along the main axis of the skeletal element (Figure 9).
These tracing results suggested that longitudinal extension is based on continuous development of
chondrogenic mesenchymal condensations on the distal tip and is followed by the transverse prolif-
eration of chondrocytes, which accounts for the proper diameter of a cartilaginous rod. The logic of
oriented cell dynamics in sheet-shaped and rod-shaped cartilages is summarized in Figure 10.

Since the integration of clonal units is likely to be uneven in the cartilage, we questioned how the
anisotropy of local proliferation can impact the shaping processes on a macro-scale. Starting from
E14.5, the olfactory capsule is already formed of mature chondrocytes. Indeed, in this structure,
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Figure 5. Mathematical model of cell dynamics during sheet-shaped cartilage development and growth. (A) Transversal (along z-axis) clipping plane
showing conceptual arrangements of modelled cells within the layer as a result of a typical simulation. The degree of microstructure order, S, is
measured by the sum of orthogonal projections on the unit vector in the z-direction, normalized by the number of cells. (B) Visualized and modelled
one- and two-sided gradients used to direct oppositional growth of the clonal columns during computer simulations. (C) The degree of determinacy in
Figure 5 continued on next page
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Figure 5 continued

the response to the external gradient is modeled by a parameter, b, where a high value results in near perfectly polarized cell divisions (pushing may
still introduce randomness in the eventually chosen site) and where the limit b tends to zero results in completely random division directions. As can be
seen, the degree of microstructure order, and hence columnar growth, increases with the strength of the polarization response. (D) For a strongly
polarized cell, the model predicts that even a large variation in the individual cell division times results in only a moderate decrease in the columnar
order. (E) Graph showing the dependence of cartilage thickness on the absence or presence of one- and two-sided polarizing gradients. (F) Graph
showing how the regularity of the thickness depends on the presence of a polarizing gradient. Note that, based on (E-F), the conditions with
polarization demonstrate higher regularity and thickness over multiple locations. (G-I) Snapshots of typical in silico simulations of cell dynamics during
sheet-shaped cartilage development: layers of chondrogenic cells demonstrated in 3D before (G) or after simulations (H-J) shown together with 2D
heatmap diagrams of cell layer thickness irregularity (below) represented as a view from above (x,y dimensions). Clonal progeny is represented as
individually color-coded cellular clusters or columns in 3D visualizations. Note the high degree of thickness irregularity that corresponds to the variety of
differently oriented clonal shapes in condition with no polarizing gradient (). The highest geometrical regularity of the modelled cartilaginous sheet
together with stereotypical columnar clonal arrangement is achieved in the condition with two-sided polarizing gradient (H).

DOI: 10.7554/elife.25902.015

proliferation was localized to specific regions, but remained generally low elsewhere (Figure 11A-B)
according to the analysis of EJU incorporation. As we demonstrated above, proliferative regions
expand due to the active integration of new clonal columns and clusters. We projected the low- and
high proliferative zones onto the 3D structure of the nasal capsule at E13.5-E15.5 to understand not
only the dynamics of lateral expansion, but also to see how the local expansion of cartilage may
influence bending and geometrical changes on a large scale (Figure 11C-F). Since proliferative
zones in nasal capsule are restricted and have defined edges, they inevitably induce tension and
bending of the surrounding cartilage sheet.

In order to address the logic of distributed proliferative zones and its role in shape transitions
between stages we took advantage of the mathematical model developed by the Enrico Coen and
Andrew Bangham laboratories. This model has been efficiently validated and applied for advanced
simulations of complex 4D plant organ development (Green et al., 2010; Kennaway et al., 2011).
To simulate in silico nasal capsule shape transition from E13.5 to E14.5, we generated a basic E13.5-
like shape by converting a sheet-shaped growing trapezoid into a corresponding 3D structure
(Figure 12A, central part and Video 2). The result was considered as a simplified starting condition
for further simulations. Next, two lateral zones with a low rate of proliferation were introduced
according to their original position in E13.5 nasal capsule. Further simulations of the growth showed
that these low proliferative zones impose a characteristic bending on the sides of the simulated
structure. This bending corresponds to the lateral transformations observed in embryonic develop-
ment of the nasal capsule between E13.5 and E14.5 (Figure 12B-C). This characteristic lateral bend-
ing did not depend on anterio-posterior polarity in the cartilage or formation of the groove at the
midline (Figure 12D). According to the model, the polarity only affected the potential for the ante-
rior elongation due to the anisotropic growth of the entire cartilaginous structure. Our results also
suggested that the nasal septum functions as a slower proliferating anchoring point to the roof of
the nasal capsule, which is necessary for the formation of the midline groove at E14.5. A simulated
groove at the midline provided for the general bend and flattened shape of the in silico cartilage,
similar to the native E14.5 nasal capsule and contrary to the model without the simulated midline
groove (Figure 12C-D).

To validate the general rules of in silico transformations, we performed material modelling using
plastic film to simulate anisotropic expansion and bending due to integration of local growing zones
with attached borders. This simple material modeling demonstrated that growth zones/local expan-
sions in the flat planes generate mechanical tensions which bend the structure (Figure 12E). We
then performed another material modelling experiment using isotropic thermal expansion/constric-
tion of a plastic film. For this purpose, we drew black regions (analogous to the lateral low prolifer-
ative zones in E13.5 nasal capsule) onto white plastic film that was cut in a shape of a trapezoid
capable of transforming into a nasal capsule-like dome. Under the heating provided by a thermal
infrared lamp, the black zones received more heat and isotropically shrunk. Shrinkage of the black
zones created physical tensions that eventually bent the structure in a way similar to the original
nasal capsule geometry at E14.5 (Figure 12F). The model with shrinking zones is comparable to the
real growth conditions as the nasal capsule expands faster than spatially distributed slow
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Figure 6. Clonal arrangements of chondrocytes influence local geometry and cartilage surface. (A-H) Columnar clonal arrangements in sheet-shaped
cartilages of facial chondrocranium visualized with genetic tracing in Sox10-CreERT2/R26Confetti embryos. (A) 3D-model with a clipping plane shown as
a side projection. White frames show locations analyzed in (B-H). Panels (C,D) and (G,H) represent magnified areas outlined in (B) and (F), respectively.
(E) Traced perichondrial cells at the base of chondrocyte columns that share a clonal origin and are indicated by arrowheads. Note that rich tracing in
the perichondrium correlates with highly efficient tracing in the cartilage (compare, for example, (B-D and E). (I-J) Clonal clusters show no columnar
structure in geometrically irregular elements such as junctions and fusion points of several cartilaginous elements (highlighted in 3D-model with frame).
(K-P) Cre-based activation of ACVR1 in facial sheet-shaped cartilage elements of Sox10-CreERT2/stop/°*¢¥f0xed 5 Alk2-IRES-GFP embryos induced at
E12.5 and analyzed at E17.5. Locations are the same as highlighted in (A). (K-N) Green clusters are sparse and clonal and show successful activation of
ACVR1. Note the formation of spherical clusters of chondrocytes instead of transversely oriented columns. Spherical clusters bulging from the sheet-
shaped cartilage are indicated by arrowheads in (L). Amorphous clusters caught inside of the structure are indicated by arrowheads in (N). The cartilage
surface is outlined with a dotted line. (O-P) Despite low efficiency of Cre-based ACVR1 activation, the local disruptions of cartilage 3D geometry
(analyzed with p-CT) take place: the inner ear capsule is affected by bulges and the connecting junction is destroyed as indicated by arrowheads.
Thickness heatmaps of analyzed location show local thickening of the cartilage as a result of non-oriented placement of chondrocytes with disrupted

Figure é continued on next page
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BMP signaling. (Q-R) Graphs showing how the regularity of the cartilage (flatness) correlates with orientation of clonal envelopes in the cartilage of
Sox10-CreERT2/R26Confetti (Q) and Sox10-CreERT2/stop/¢¥oxed 3 Alk2-IRES-GFP (R) embryos. The angle o characterizes the elongation of a clonal
cluster consisting of multiple cells, as shown in a legend of a corresponding graph axis. Small values of o correspond to highly oriented clonal
envelopes such as vertical clonal columns. Angle B is the angle between two opposite cartilage surfaces framing cartilage tissue in this locality. Sheet-
shaped cartilages have almost parallel surfaces and angle 8 values are normally set between zero and 20 degrees. Note that the population of clonal
columns (red dots) is almost completely eradicated from the cartilage when ACVR1 is activated in (R).

DOI: 10.7554/elife.25902.016

proliferative regions (simulated as shrinking zones inside of the non-expanding plastic material).
These results, combined with analysis of proliferation and 3D visualizations, strongly suggest that the
distribution of uneven proliferative zones plays an important role in the shaping of the facial chon-
drocranium during embryonic development.

Taken together, we reveal a set of principles contributing to the accurate scaling and shaping of
cartilage tissue during growth. The reverse engineering of this process highlights the involvement of
highly specialized systems that control the directional growth at the levels of micro- (clonal shapes)
and macro-geometries (proliferative regions in nasal capsule). Our results show that allometric
growth of complex 3D cartilage elements is not achieved by simple, evenly distributed and/or unidi-
rectional proliferation, but is sculpted by precisely localized proliferation.

Discussion

Here we report the discovery of how oriented cell behavior and molecular signals control cartilage
growth and shaping. Previously, the use of chimeric avian embryos demonstrated the competence
of facial mesenchyme in producing species-specific shapes and sizes of cartilage elements
(Eames and Schneider, 2008), while facial epithelium and brain provided the instructive signals
guiding generalized shaping of the face (Chong et al., 2012, Foppiano et al., 2007; Hu et al.,
2015). Knowledge of how the facial cartilaginous elements are shaped has been rather restricted,
and mainly concerned with the correct formation of chondrogenic mesenchymal condensations.

The accurate expansion of the chondrogenic condensation or cartilage during growth is no trivial
matter. The general shape should be both preserved and modified at the same time. We show that
anisotropic proliferation and oriented clonal cell dynamics are implemented to achieve the necessary
outcome. The reverse engineering of this process highlighted the involvement of highly specialized
systems that control the directional growth at the levels of micro- (clonal shapes) and macrogeome-
tries (proliferative regions).

Allometric growth of complex 3D structures requires certain cellular logics and cannot efficiently
proceed with equally distributed and/or unidirectional proliferation inside of the mesenchymal con-
densation or cartilage element. On the other hand, we did not observe the formation of growth
plate-like zones in early sheet-shaped (nasal capsule) or rod-shaped cartilages, nor uniform expan-
sion of cartilage in all directions. Thus, the underlying growth and shaping mechanisms required an
explanation.

To test various strategies of cellular behavior during cartilage growth we devised a model simulat-
ing different aspects of multicellular dynamics in 3D together with lineage tracing of individual
clones. Most of the currently existing models of cell dynamics and tracing operate in 2D space,
which often limits the predictions (Jarjour et al., 2014). Our model suggested that a gradient-con-
trolled orientation of clonal expansion can explain the biological observations (i.e. it is consistent
with ordered columnar growth and its disruption results in spherical microdomains rather than col-
umns), and showed the relation between the geometries of clonal domains (envelopes), the overall
shape and the fineness of the surface. We confirmed the predictions from the model in a series of
experiments involving tracing with multicolor reporters and manipulating the cartilage with muta-
tions. Our results showed that the formation of oriented clones of chondrocytes with clonal envelope
shape corresponds to the geometry of the analyzed locality. The sheet-shaped cartilage elements
consisted of transversely oriented clonal columns, while asymmetric complex geometries revealed a
variety of clonal shapes ranging from spherical to particularly oriented.
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Figure 7. Deficiencies in Wnt/PCP pathway reshape the chondrocranium. (A) u-CT-based reconstructions of the facial chondrocranium of wild type
control, Wnt5a”", Vangl2”, Ror2”" and Vangl2”*/Ror2”* embryos at E15.5, with wall-thickness analysis (the row below). Clipping planes in the top
projections show that all major- and fine structures (indicated by white arrows) are in place in the Wnt/PCP mutants. Red and blue arrows help to
compare the width and the length of the chondrocranium. (B-D) Analysis of EJU incorporation in the facial sheet-shaped cartilage, 24 hr after the
Figure 7 continued on next page
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pulse: control (B) and Wnt5a” mutant (C) embryos. Sparse clusters and columns of EJU* cells correspond to clonal arrangements previously shown
with genetic tracing in the same locations. Note that the orientation of chondrocyte placement in the cartilage is not affected in the mutant embryos.
Quantification is presented in a rose diagram in (D). For control, we refer to the rose diagrams in Figure 3. (E, F) u-CT-based 3D reconstruction of
mesenchymal condensations at the developmental stage E12.5 in control (E) and Wnt5a”~ mutant (F) embryos shows their misplacement in a mutant.

DOI: 10.7554/eLife.25902.017

Genetic tracing initiated during transition of condensations into cartilage resulted in clonal col-
umns within both sheet- and rod-shaped cartilage elements. This confirms that chondrogenic con-
densations undergo complex oriented cell dynamics during their development. Importantly, tracing
of chondrocranium cartilage showed formation of transverse clonal columns as growth proceeded.
Intercalation of newly born columns into pre-existing cartilage provided for the expansion potential
in the sheet-shaped cartilage. This growth mechanism is very original and is not reported elsewhere
so far.

A few studies have demonstrated how clonal envelopes form in accordance with the general
shape of the structure. These were mainly conducted on Drosophila imaginal wing disc or growing
flower petals. In all cases the authors highlighted that the shape of clonal geometries correlates with
the major vector of expansion in the growing structure (Green et al., 2010; Repiso et al., 2013;
Strutt, 2005). This implies the presence of polarized activity that directs the shaping of the tissue.
Here, we provided the first experimental evidence of how the control of the directional clonal expan-
sion influences the shape of a vertebrate tissue on a large scale. Moreover, in the sheet-shaped carti-
lage the orientation of clonal domains, i.e. the columns, does not correspond to the vectors of major
expansion, but rather serves for uncoupling lateral expansion control and thickness tuning. In line
with that, the number of chondrocytes comprising the clonal column or cluster depends on Gso-
mediated signals. Variations in this number do not significantly affect the lateral dimensions of the
whole sheet-shaped cartilage structure: the thickness of the cartilage becomes less while the general
geometry and size stay preserved. Additionally, the shape and orientation of clonal envelopes in car-
tilage is partially controlled by BMP signaling, since micro-geometries of clones depend on activa-
tion of ACVR1. Based on these results, we assume that BMP ligands (because of cAlk2/ACVR1
phenotype affected clonal orientation) expressed around the regularly shaped cartilages may play a
role similar to the in silico predicted gradients. Indeed, the expression of INHBA, BMP5 and BMP3
fit this expression profile quite well (according to Allen Developing Mouse Brain Atlas (http://develo-
pingmouse.brain-map.org) and Eurexpress (http://www.eurexpress.org) in situ public databases). At
least, BMP5 is clearly expressed at the cartilage periphery and has been shown to affect the cartilage
shape by David Kingsley lab (Guenther et al., 2008).

Our experimental manipulations of planar cell polarity (PCP) pathway did not affect microgeome-
tries and clonal domains, but strongly affected the chondrocranium shape on the macroscopical
scale in several different ways. These phenotypes appeared to be rooted in pre-chondrogenic or
early chondrogenic stages, and are based on distorted placement of mesenchymal condensations in
the very early head. These experiments with Wnt/PCP mutants may potentially provide a better
understanding of species-specific mechanisms of control and evolution of the facial shape on a
macro scale.

Regular shapes require regular cellular arrangements and clonal cell dynamics. It is not only
sheet-shaped cartilage in the head that demonstrate geometric regularity; rod-shaped cartilage
(Meckel, embryonic ribs and long cartilages in limbs) also has a regular shape. Regular clonal pat-
terns, conceptually similar to those found in sheet-shaped cartilage, explain conservative tissue
dynamics during formation and growth of cartilaginous rods. Indeed, genetic tracing experiments
suggested that formation of clonal columns is important for the diameter control, while chondro-
genic condensations at the very tip of the rod-shaped growing structures enable elongation. Similar
to the cell dynamics in the sheet-shaped cartilage, this mechanism may provide for uncoupling of
length versus diameter control. Such uncoupling may generally enable developmental and evolu-
tional plasticity of cartilage size and shape.

The mechanism controlling the thickness or diameter of sheet-shaped and rod-shaped cartilage
elements not only includes spatially orientated behavior, but also involves the regulation of cell num-
ber within each chondrogenic clone. Immature chondrocytes are proliferatively active, while more
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Figure 8. Manipulation of cartilage thickness in GSa. mutant embryos. (A) Wall thickness was analysed in the u-CT segmented olfactory system of
control (left) and GSa (G-protein subunit alpha) mutant (right). Large areas with decreased cartilage thickness are highlighted with a dashed line and
white arrows. (B-G) Clonal genetic tracing of chondrocyte progenitors and chondrocytes induced by tamoxifen injection at E12.5 in Col2a1-CreERT2/
R26Confetti/GSa ﬁoxed/ﬂoxedembryos (C,E,G) and littermate controls (B,D,F) at E17.5. (H) Quantification of cartilage thickness in the olfactory system and
Figure 8 continued on next page
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Figure 8 continued

basisphenoid from three independent experiments. Note the significant decrease of cartilage thickness in all analyzed locations. Oriented organization
of the chondrocyte clones was not affected by GSa ablation. The difference between control (mean = 5.9, sem = £0.23, n = 4) and mutant (mean = 4.3,
sem = +0.25, n = 3) olfactory cartilage thickness is significant (p=0.0053). The difference between control (mean = 10.6, sem = £0.83, n = 3) and mutant
(mean = 5.7, sem = +0.61, n = 3) basisphenoid cartilage thickness is significant (p=0.0087). Scale bars = 100 um. (I) Graph showing that the regularity
(straightness) of the cartilage correlates with the orientation of chondrocyte clones in the cartilage of Col2a1-CreERT2/R26Confetti/GSa floxed/floxed
embryos. Angle o characterizes the orientation of chondrocyte clones consisting of multiple cells as shown in a legend of a corresponding graph axis
(y). Small values of o correspond to highly oriented chondrocyte clones such as transverse clonal columns. Angle B is the angle between two opposite
cartilage surfaces. Since sheet-shaped cartilage elements have almost parallel surfaces the angle 8 was normally set between zero and 20 degrees. (J)
GOM Inspect software was used to compare the shape of the nasal capsule between GSa mutant and control embryo at E17.5.

DOI: 10.7554/elife.25902.018

mature chondrocytes show decreased proliferation. Therefore, differentiation speed emerges as a
concept which could regulate the organ shape by impinging on clone size, thereby altering the thick-
ness or diameter of the cartilage. This concept is known to operate in the brain and other tissues
with classical stem cell/transiently amplifying cell arrangements (Diaz-Flores et al., 2006).

Clonal genetic tracing and EdU labeling experiments suggested that the origin of clonal columns
and clusters might be represented by the cells located at the periphery of forming cartilage. The
spherical clusters of chondrocytes forming at the periphery of the cartilage in cALK2 mutant mice
may suggest that the cell source is also located at the periphery and might be a perichondrial cell.
Clonal relationships between perichondrial cells and columns of chondrocytes also support the
hypothesis of perichondrial cells acting as a stem population during cartilage expansion. In general,
the heterogeneity and multipotency of perichondrial cells is still unclear, although there are multiple
studies showing the perichondrium as a source of chondrocytes and osteoblasts (Kobayashi et al.,
2011; Li et al., 2017; Maes et al., 2010).

In addition to this, the perichondrium might mediate non-autonomous effects in the cartilage in
case of cAlk2 and GSa experiments. Genetic tracing shows that some perichondrial cells always
recombine with Sox10-, Plp1- and Col2a1-CreERT2 lines, and, in case of functional experiments, may
indirectly control some evens in more mature layers. Also, it is not clear how the fine border of the
cartilage is set, and whether the perichondrial layer may play a key border-setting role during devel-
opment and regeneration. This should be investigated further.

Next, our results show that tuning of macro-geometries on a large scale can be achieved through
a stage-specific placement of proliferative hot zones where new clonal domains intercalate into the
main cartilage structure. Anisotropic heterogeneous proliferation is a powerful tool, which, together
with polarity in the tissue and local patterning, can drive the organ shape development (Ben Amar
and Jia, 2013, Campinho and Heisenberg, 2013). The localized growth zones provide for the gen-
eral expansion and also bend the cartilage by creating local tensions that require mechanical relaxa-
tion and influence further development of the overall shape (Schétz et al., 2013). For probing such
transformations of the sheet-shaped facial cartilage we applied an in silico model that was already
successfully validated in a number of growth, shaping and scaling tasks (Green et al., 2010;
Kennaway et al., 2011). Such a model was necessary to understand why the high and low prolifera-
tion zones are positioned in such a specific way. Indeed, the discovered distribution of proliferative
zones in the whole nasal capsule did not help us per se with intuitive explanations of geometrical
changes on the macro-scale. Despite this counter-intuitive dataset, the mathematical model pro-
vided an insight into the logic of the high and low proliferation zones in relation to a transition
between investigated cartilage shapes.

For example, it turned out that the position of lateral slow proliferation zones enables the genera-
tion of the symmetrical bends at the sides of the nasal capsule during transition from E13.5 to E14.5
developmental shapes. Furthermore, real material modelling confirmed the results predicted by the
mathematical model, and generated lateral bends similarly to the native structure. The molecular
mechanism controlling the dynamic distribution (patterning) of fast/slow proliferative zones in the
cartilage is still unknown. It is likely linked to developmental signals from other tissues such as the
olfactory epithelium or the mesenchyme surrounding the cartilage. Identification and validation of
these signals will be essential in future studies and would involve a substantial combination of
screening and functional approaches with transgenic animal models.
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Figure 9. Oriented cell dynamics during development of rod-shaped cartilage elements. (A) Genetic tracing in developing rib cartilage. Note the
transverse pattern of chondrocyte clones. Dotted rectangle shows the area of magnified inset on bottom left. (B) é hr after EAU pulse in E14.5 embryo,
transverse patterns were observed in ribs. Dotted rectangle shows the areas of magnified inset in bottom right corner. (C) Genetic tracing in
developing rib cartilage shows transverse patterns. Dotted line represents area magnified in inset on the bottom right. (D-F) Genetic tracing (D,E) and
6 hr after EJU pulse (F) in developing digit cartilage of the upper limb. The areas of magnified insets (located on the right side) are outlined by dotted
lines. (G) Transverse patterns in developing Meckel cartilage resulting from EdU pulse and analysis 6 hr after administration. (H) Genetic tracing shows
transverse orientation of clonal chondrocytic columns in the Meckel cartilage. Dotted line shows the area magnified in the inset on the right.

DOI: 10.7554/elLife.25902.019

The anisotropic proliferation can be an important evolutionary mechanism that is directly respon-
sible for the differences in snout geometry in a variety of phylogenetic groups. Additionally, it might
be important for understanding the development of the facial shape variation in humans
(Sheehan and Nachman, 2014) as well as numerous pathologies (Afsharpaiman et al., 2013).

One alternative way to fine-tune macro-geometry of a cartilage element is to continuously add on
pre-shaped chondrogenic mesenchymal condensations from the pool of competent progenitors that
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Figure 10. Schematic overview of cartilage shaping and scaling processes. (1) Oriented cell divisions in the mesenchymal condensations give rise to the
transverse columnar clones of chondrocytes. (2) Perichondrial cells may potentially give rise to chondrocytes. (3) Formation of new clonal columns and
their integration into pre-existing cartilage leads to directed lateral expansion of the cartilage. The thickness of the sheet-shaped cartilage depends on
the number of cells comprising the column, while the lateral expansion depends on the number of clonal columnar units engaged. (4) Geometry of the

Figure 10 continued on next page
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clonal unit corresponds to the overall macro-geometry of the cartilage. Regular clonal units correspond to regular shapes of the cartilage.

(5) Chondrogenic mesenchymal condensations are sequentially induced to provide fine details and shape modifications during chondrocranium growth.
Upon their maturation, they fuse with the main structure of the chondrocranium. Anisotropic proliferation and specifically positioned proliferative zones
further assist the shaping process by imposing physical tensions and curves. (6) Rod-shaped cartilage elements also show the regular clonal patterns
that result from the transverse orientation of cell divisions and daughter cell allocations that account for the diameter regulation.

DOI: 10.7554/eLife.25902.020

are retained until late developmental stages. As we demonstrated, the formation of adjoining mes-
enchymal condensations occurs in sheet-shaped cranial cartilage. In the developing face, new chon-
drogenic condensations are responsible for introducing geometrically complicated fine details. Such
mechanisms may also operate during amphibian metamorphosis, when most of the postmetamor-
phic cranial cartilage develops de novo and not from the pre-metamorphic cartilaginous elements
(Kerney et al., 2012).

Taken together, we discovered important novel principles explaining the growth and shaping of
cartilaginous structures. Further studies should focus, amongst other things, on the soluble signals
emanating from other embryonic structures which influence the oriented behavior or proliferation of
chondrogenic clones.

Materials and methods

Mouse strains and animal information

All animal (mouse) work has been approved and permitted by the Ethical Committee on Animal
Experiments (Norra Djurférsdksetiska Namd, ethical permit N226/15 and N5/14) and conducted
according to The Swedish Animal Agency’s Provisions and Guidelines for Animal Experimentation
recommendations. Genetic tracing mouse strains Plp1-CreERT2 (RRID:MGI:4837112) and Sox10-
CreERT2 were previously described (Laranjeira et al., 2011; Leone et al., 2003; Yu et al., 2013).
Plp1-creERT2, Sox10-creERT2 and Col2a1-CreERT2 (RRID:IMSR_JAX:006774) (Nakamura et al.,
2006) (obtained from laboratory of S. Mackem, NIH) strains were coupled to R26Confetti (RRID:
IMSR_JAX:017492) mice that were received from the laboratory of Professor H. Clevers
(Snippert et al., 2010). The Stop/owed/floxed 4 A|k2-IRES-GFP strain from the laboratory of Y. Mishina
(Fukuda et al., 2006) was coupled to Sox10-CreERT2. The Ebf2-CreERT2 (RRID:MGI:4421811) strain
was obtained from the laboratory of H. Qian, Kl, and was coupled to R26Tomato. The Gsqfloxed/floxed
strain was obtained from the laboratory of L. Weinstein (Sakamoto et al., 2005). Female mice which
were homozygous for the reporter allele [Gt(ROSA)26Sortm4(ACTB-tdTomato,-EGFP)Luo/J; Jackson
Laboratories] (Muzumdar et al., 2007) were coupled to homozygous Col2a1::creER™ males [FVB-Tg
(Col2a1-cre/ERT)KA3Smac/J; Jackson Laboratories] (Feil et al., 1997, Nakamura et al., 2006). To
induce genetic recombination to adequate efficiency, pregnant females were injected intraperitone-
ally with tamoxifen (Sigma Aldrich, St.Louis, MO, T5648) dissolved in corn oil (Sigma
Aldrich, C8267). Tamoxifen concentration ranged from 1.5 to 5.0 mg per animal in order to obtain a
range of recombination efficiencies. Wnt5a, Vangl2 and Ror2 full knock-out embryos were obtained
from heterozygous parents (Gao et al., 2011; Yamaguchi et al., 1999) at the expected Mendelian
proportions.

Immunohistochemistry

For embryo analyses, heterozygous mice of the relevant genotype were mated overnight, and noon
of the day of plug detection was considered E0.5. Mice were sacrificed with isoflurane (Baxter, Deer-
field, IL, KDG9623) overdose, and embryos were dissected out and collected into ice-cold PBS. Sub-
sequently, the samples were placed into freshly prepared 4% paraformaldehyde (PFA) and
depending on the developmental stage they were fixed for 3-6 hr at +4°C on a roller. Embryos were
subsequently cryopreserved in 30% sucrose (VWR, Radnor, PA, C27480) overnight at +4°C, embed-
ded in OCT media (HistoLab, Serbia, 45830) and sections cut of between 14 um to 200 um on a
cryostat (Microm International, Germany), depending on the following application. If needed, sec-
tions were stored at —20°C after drying for 1 hr at room temperature, or processed immediately
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Figure 11. Analysis of proliferation identifies specific proliferative regions in nasal capsule. (A-B) Analysis of EAU incorporation 24 hr after the pulse on
a transversal section of the facial chondrocranium at E14.5. Notice the distinct proliferative zones in the cartilage that correlate with intense EdU
labelling in perichondrial locations shown by arrowheads in (B). (C) Mapping of distinct growth zones onto 3D models of mesenchymal condensations
(E13.5) and cartilage (E14.5-E15.5) in the developing face. (D-F) Frontal transversal sections at different developmental stages include proliferative
zones within the chondrocranium with EdU incorporation. Scale bars = 100 um.

DOI: 10.7554/eLife.25902.021

after sectioning. Primary antibodies used were: goat anti-GFP (FITC) (Abcam, UK, 1:500, RRID:AB_
305635), rabbit anti-Sox9 (Sigma Aldrich, 1:1000, RRID:AB_1080067), rabbit anti-Sox5 (Abcam,
1:500, RRID:AB_10859923), sheep anti-ErbB3 (RnD Systems, Minneapolis, MN, 1:500, RRID:AB_
2099728). For detection of the above-mentioned primary antibodies we utilized 405, 488, 555 or
647-conjugated  Alexa-fluor secondary antibodies produced in donkey (Invitrogen,
Carlsbad, CA, 1:1000, RRID:AB_162543, RRID:AB_141788, RRID:AB_141708, RRID:AB_142672,
RRID:AB_2536183, RRID:AB_141844,). Sections were mounted with 87% glycerol mounting media
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Figure 12. Modeling of uneven growth in the shaping of the nasal capsule. (A) In silico geometrical transformations of the nasal capsule-like anlage at
E13.5 following various scenarios including: anisotropic oriented growth (following polarization introduced by the anterio-posterior gradient shown in
green), non-polarized isotropic growth (no anterio-posterior gradient), the presence of fixed midline (simulation of septum and central groove),
condition with the unfixed midline (only central groove), conditions with or without slowly growing lateral regions (shown in purple). Note that in
Figure 12 continued on next page
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condition with polarized anterio-posterior growth the anterior elongation of the structure is more prominent and faster as compared to the condition
with non-polarized isotropic growth. The lateral bends are induced by slow proliferating lateral regions. In the center and on the right, the real nasal
capsules are shown with mapped fast and slow growing regions. (B) In the condition with isotropic growth and introduced slowly growing regions, we
observe the formation of lateral bends (red line) analogous to the lateral bends in the real nasal capsule at E14.5 (shown on the left). In this condition
the midline is fixed, and the ventral groove forms straight. (C) In conditions with no fixed midline we observe the formation of the central groove,
correct bending of the central groove (red line) and overall flattening of the simulated structure similar to the real object (on the left). (D) Simulation
with no midline and central groove. Note the inverted bend (red line) and the absence of the correct flattening of the structure. Despite the absence of
the midline, the lateral bends are successfully induced by the slow growing regions (purple), analogous to the real nasal capsule. (E) Material elastic
modelling shows how the third dimension (bending) emerges from changes and tensions in plain 2D structure during imitated anisotropic growth. (E,
left panel) Initial modelling conditions: completely flat X-ray film with the cut slot in the middle for fitting the imitated flat growth zone, which is also
made from X-ray film. (E, right panel) When the growth zone is inserted into the slit, the whole structure bends to accommodate the tensions. (F) Real
material (plastic film)-based simulation of isotropic growth was based on uneven shrinking during intense heating. Black painted regions uptake heat
more efficiently and shrink faster. The attached edges of the shrinking zone cause bending of the entire structure. Two lateral black stripes were
painted on top of the trapezoid as an analog to lateral slowly proliferating zones in nasal capsule. Note the similarity of resulting bends to the lateral
bends in real nasal capsule at E14.5.

DOI: 10.7554/elife.25902.022

(Merck, Germany) or in Vectashield Antifade
Laboratories, Burlingame, CA, RRID:AB_2336790).

Mounting Medium with DAPI (Vector

EdU incorporation analysis
EdU (Life Technologies, Carlsbad, CA) was injected intraperitoneally into the pregnant females (65
ug per gram of body mass) either 6- or 24 hr before the embryos were harvested. Cells with incorpo-
rated EJU were visualized using Click-iT EdU Alexa Fluor 647 Imaging Kit (Life Technologies) accord-
ing to the manufacturer’s instructions.

Microscopy, volume rendering, image analysis and quantifications
Confocal microscopy was performed using Zeiss LSM710 CLSM, Zeiss LSM780 CLSM and Zeiss
LSM880Airyscan CLSM instruments. The settings for the imaging of Confetti fluorescent proteins
were previously described (Snippert et al., 2010). The imaging of the confocal stack was done with
a Zeiss LSM780 CLSM, Plan-Apochromat 3 10x/0.45 M27 Zeiss air objective.

Histological staining
Slides were stained for mineral deposition using von Kossa calcium staining: 5% silver nitrate solution
was added to the sections at a room tempera-

ture and exposed to strong light for 30 min.

After that the nitrate
removed, and slides were washed with distilled
water for three times during 2 min. 2.5% sodium
thiosulphate solution (w/v) was added to the sec-
tions and incubated for 5 min. Slides were again
rinsed for three times during 2 min in distilled
water. The sections were then counterstained
using Alcian blue. Alcian blue solution (0.1%
alcian blue 8GX (w/v) in 0.1 M HCI) was added
to the tissue for 3 min at room temperature and
then rinsed for three times during 2 min in dis-

silver solution was

Video 2. Simulations of shape transitions of the nasal
capsule-like 3D object under different growth

tilled water. Slides were then transferred rapidly
into incrementally increasing ethanol concentra-
tions (20%, 40%, 80%, 100%) and incubated in
100% ethanol for 2 min. Finally, the slides were
incubated in two xylene baths (for 2 min and
then for 5 min) before mounting and analysis.

conditions. Notice the formation of the lateral bends
corresponding to the real nasal capsule shape
development from E13.5 to E14.5 occur only in the
condition with slow growing purple zones. These
bends form independently from isotropic or anisotropic
modality of growth.

DOI: 10.7554/elife.25902.023
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Statistics

Statistical data are represented as mean + s.e.m. Unpaired version of Student’s t-test was used to
calculate the statistics (P value). All results were replicated at least in three different animals. Statisti-
cal analysis and graphs were produced in GraphPad Prism (La Jolla, CA, RRID:SCR_002798) or Ori-
ana Software (Kovach Computing Services, UK). Spearman coefficient was used for correlation
assessment of microgeometries corresponding to different locations in the cartilage.

In Figure 8 the difference between control (mean = 5.9, sem = +0.23, n = 4) and mutant
(mean = 4.3, sem = £0.25, n = 3) olfactory cartilage thickness is significant (p=0.0053). The differ-
ence between control (mean = 10.6, sem = £0.83, n = 3) and mutant (mean = 5.7, sem = +0.61,
n = 3) basisphenoid cartilage thickness is significant (p=0.0087).

Tissue contrasting for 1-CT scanning

Our staining protocol has been modified from the original protocol developed by Brian Metscher
laboratory (University of Vienna, Austria). After dissection, the embryos were fixed with 4% aqueous
solution of formaldehyde in PBS for 24 hr at +4°C, with slow rotation. Samples were then dehydrated
by incubation in incrementally increasing concentrations of ethanol in PBS (30%, 50%, 70%); samples
were incubated at +4°C for two days in each concentration to minimize the tissue shrinkage.

We found that the best signal to noise ratio on scans results from contrasting the samples with
0.5-1.0% PTA (Phosphotungstic acid, Sigma Aldrich) in 90% methanol. After sample dehydration,
the tissue-contrasting PTA solution was added to the samples and then changed every day with the
fresh solution. E12.5 embryos were contrasted with 0.5% PTA for four days while E15.5 embryos
were stained in 0.7% PTA for six days. E16.5 and E17.5 embryos were decapitated, and the contrast-
ing procedure was extended to 9-15 days in 1% PTA to ensure the best penetration of the contrast-
ing agent. Subsequently, tissues were rehydrated through a methanol gradient (90%, 80%, 70%,
50% and 30%), to sterile distilled water. After that, rehydrated embryos were embedded in 0.5%
agarose gel (A5304, Sigma-Aldrich) and placed in polypropylene conical tubes (0.5, 1.5 or 15 ml
depending on the sample size) to minimize the amount of surrounding agarose gel, and to avoid
movement artifacts during X-ray computed tomography scanning.

u-CT analysis (micro computed tomography analysis)

The u-CT analysis of the embryos was performed using laboratory system GE phoenix v|tome|x L
240, equipped with a 180 kV/15W maximum power nanofocus X-ray tube and high contrast flat
panel detector DXR250 with 2048 x 2048 pixel, 200 x 200 um pixel size. The exposure time was
900 ms in all 2000 positions. The u-CT scan was carried out at 60 kV acceleration voltage and with
200 pA X-ray tube current. The voxel size of obtained volumes appeared in the range of 4 um - 6
um depending on a size of an embryo. The tomographic reconstructions were performed using GE
phoenix datos|x 2.0 3D computed tomography software.

The cartilage of the olfactory system was segmented manually using Avizo - 3D image data proc-
essing software (FEI, Hillsboro, OR). The volumetric data of a segmented region were transformed
to a polygonal mesh that describes the outer boundary of the region. The polygonal mesh consisting
of triangles is a digital geometrical representation of the real object. The polygonal mesh of the
olfactory system was imported to VG Studio MAX 2.2 software (Volume Graphics, Germany) for sur-
face smoothening. The analysis of wall thickness at different embryonic stages was performed in
order to show the differences or similarities in the thickness of the cartilage structures
(Tesarova et al., 2016). The results are shown on the polygonal mesh by a colour map. The growth
zones in facial chondrocranium at different stages were outlined on top of the 3D polygonal mesh
based on the EdU analysis and confocal microscopy results.

Computer simulations of shape transitions of nasal capsule structure

Models were developed using the growing polarised tissue (GPT) framework and implemented in
the MATLAB application GFtbox (Kennaway et al., 2011; Kuchen et al., 2012) (RRID:SCR_001622).
In this method, an initial finite element mesh, also termed the canvas, is deformed during growth.
The pattern of deformation depends on growth-modulating factors, whose initial distribution was
established during setup. Factors have one value for each vertex and values between vertices are lin-
early interpolated across each finite element. In the models described here, the initial canvas is
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oriented with regard to the external xy-coordinate system such that the canvas base is parallel to the
x-axis and the midline is parallel to the y-axis. The initial nasal capsule-line canvas consists of 1800
elements. Elements were not subdivided during the simulations.

Each model has two interconnected networks: the Polarity Regulatory Network (PRN) specifies
tissue polarity and hence specified orientations of growth, and the Growth-rate Regulatory Network
(KRN) determines how factors influence specified growth rates. In total, growth interactions are
specified by three equations, one for the PRN and two for the KRN. These networks determine the
specified polarity and growth fields across the canvas. Growth rates are influenced by factors distrib-
uted across the canvas. Growth can be promoted in a region by the pro function or inhibited by the
inh function as follows:

pro(n,x) =1+ nx

inh(n,x) =1/(1 + nx)

Due to the connectedness of the canvas, this specified growth differs from the resultant growth
by which the system is deformed.

Fixed midline models
These models question how the structure can transform given that the septum actively anchors the
midline and the central groove.

Setup

The initial set-up phase runs from 0 to 12 time steps and during this phase the canvas deforms from
a square sheet into the starting shape for the nasal capsule-like structure. Factor MID is expressed
along the proximal-distal midline and used to anchor the midline vertices in the z-plane. Factor
CHEEKS is expressed either side of the midline.

PRN

A proximo-distal polarity field is set up and used to define the orientations of growth. This field is
specified as being oriented parallel to the midline throughout growth by the gradient of a polarity
factor, POLARISER (POL). POL has a linear gradient across the canvas with the highest level of one
at the proximal base and zero at the distal tip.

KRN

The growth phase occurs after the initial setup phase at time step 13. During this phase there are
options for specifying either isotropic growth or anisotropic growth.
During isotropic growth, the growth rate K was set to:

K = 0.05 - inh(100, iCHEEKS)
During anisotropic growth the specified growth rate parallel to the polarity field, Kpar, was defined
as:

Kpar = 0.05 - inh(100, iCHEEKS)

while growth perpendicular to the polarity field, Kper, was set to zero.

Non - Fixed midline models

These models are aiming to simulate what happens to the shape transition when the midline and
corresponding central groove are not fixed in space (and can bend or change in any other way) fol-
lowing tensions in the whole simulated structure. We used this approach to question how much the
roof of the nasal capsule is anchored by the nasal septum.

Setup

As with the Fixed-midline model, an initial setup phase runs for 0-12 time-steps in which a square
sheet is deformed into an alternative starting shape for the nasal capsule-like structure. In this model
the proximo-distal midline was allowed to deform in the z-plane. Factor CHEEKS is expressed either
side of the midline and offset slightly distally.
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Scheme 1. Starting shapes for the Fixed mid-ridge model (A) and Non-Fixed mid-ridge model (B). Green colour
indicates the values of POL which is highest at the proximal end. CHEEKS are shown in purple and MID is shown
in grey.

DOI: 10.7554/elife.25902.024

PRN

A proximo-distal polarity field is set up as in the Fixed mid-ridge model.

KRN

The growth regulatory network is defined as in the Fixed mid-ridge model.

Mathematical model

For detailed description, please see the Appendix, Appendix 1—figure 1 and 2 and also
(Kaucka et al., 2016)
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Appendix 1

Individual based model (IBM) for cartilage dynamics

In order to model and illustrate the growth of the cartilage on the cellular level, we developed
an individual-based model incorporating cell proliferation (including displacement of
surrounding cells via pushing) (Hellander, 2015). The model is stochastic because we want

to be able to capture effects of e.g. synchronicity in cell division and the degree of

determinism needed to achieve and ordered columnar growth of the structure. We do this

by letting the cell division times, direction of allocation of daughter cells after cell division,

etc., be random variables. This document describes the details of the model and its
implementation.

There are several popular modeling frameworks for simulating interacting cells. In the
cellular potts model (Graner and Glazier, 1992) a single biological cell can be composed of
multiple lattice sites making it possible to use a more detailed description of cell shape and
include more detailed description of more mechanical properties. In off-lattice center based
models cells are often modeled as spheres with pair-wise interactions and a force-based
description to evolve the system dynamics, for an overview see (Van Liedekerke et al.,
2015). Vertex models can offer even more realistic models of cell mechanics (Fletcher et al.,
2013) but become expensive and complicated in three space dimensions.

Rather than these more comprehensive mechanical models, we use a simplistic rule-based,
on-lattice stochastic cellular automaton (CA). In the language of a recent review

(Van Liedekerke et al., 2015) our model falls into the category of a Type B CA. These types
of models are widely used in e.g. cancer tumor modeling and for simulation of monolayers
and spheroids (Radszuweit et al., 2009). The simulation code is written in Python, relies on
the PyURDME package for spatial stochastic simulations (www.pyurdme.org) and it is freely
available for download from www.github.com/ahellander/multicell (Hellander, 2015) under
the GPLv3 license. A copy is archived at https://github.com/elifesciences-publications/
multicell.

The basic entities in our simulation are Agents and Events. An Agent is a model
(implemented as a Python class) of an individual (cell). Events simulate discrete state
changes involving one or several agents. They occur at a certain time (assuming no other
event involving the same agents occurs first). They rely on rules that specify how and under
what conditions the event is to be executed. A simulation is initialized by creating the initial
population of agents and events, and then creating a priority queue (in our case
implemented using a heap data structure using the Python module’ heapq’). In each
iteration of the algorithm, the event with the shortest time is popped from the queue and
executed (assuming that all of its rules and conditions can be satisfied), the system time
updated, new events derived from any newly created agents are created and inserted into
the queue, and all existing events affected by changes in the agents or the system state are
updated.

Each agent occupies one voxel of a tessellation of 2D or 3D space, and each lattice site can
only accommodate one agent. Following the recommendation in (Radszuweit et al., 2009)
a Delaunay triangulation is used. The mesh resolution is chosen such that the average voxel
size is close to the desired cell size (~7 um radius) taken from the experiments. Being a
lattice model, the shape and volume of the cells are a lattice property and are given by the
dual grid (Voronoi cells in the case of a Delaunay triangulation). This is illustrated in
Appendix 1—figure 1A. The interpretation is that individual agents occupy the dual
elements (dashed lines) of an unstructured triangular (2D) or tetrahedral primal mesh (3D)
(solid lines).
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Appendix 1—figure 1. (A) Individual cells are modeled by a number of properties such as their
color and distributions for cell division times. The positions of cells in space are tracked on an
underlying unstructured lattice, or grid. The edges in the primary mesh (solid lines) connect
vertices (black dots). A biological cell is modeled by the volume made up of the dual

elements (dashed lines), connecting triangle (2D) or tetrahedral (3D) centers and edge or

face centers. For visualization purposes, in 3D space, we plot cell individuals as colored
spheres with radius equal to the sphere with equal volume as the dual element. (B) Size
distribution for the mesh elements for the geometry and mesh used in the simulations in the
Figure 5.

DOI: 10.7554/¢life.25902.025

The individual agents - colored coded cells

Each individual cell is modeled as an individual agent with the following properties:

e Color (a label used to track the lineage).
e Mean cell division time, 1.
e Variance in cell division time, 0'12).

When visualized in 2D, we draw cells as polygons (the actual dual cells) and in 3D for
practical reasons we visualize them as spheres centered on the vertices of the primal mesh,
with radius chosen such that the volume corresponds to the volume of the corresponding
dual element. On the unstructured mesh, there will be a size distribution for the mesh
elements, i.e. there will be a small variation in the size associated with each lattice site, see
Appendix 1— figure 1B.

Cell proliferation

Cell division time

The time until a cell, or individual, divides, is assumed to be a random variable. Although a
multi-stage model of cell division can give rise to an an Erlang distribution

(Radszuweit et al., 2009) which is found to match experimental data for another system, we
are not calibrating our model to experimental data on cell division time distributions. The
dividing cell (referred to as the mother cell) create a daughter cell after a normally

distributed waiting time 1p.

Tp~ N(//Lcha-(zj) (1)
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where the mean division time m and the variance o are parameters of the model to be

supplied as input to the simulation. As a measure of the degree of variability in cell division
times, we use the standard deviation over the mean,

=2 (2
122

The smaller value of f, the more deterministic and synchronized the cell cycles of individual
cells are. The way our model is set up, there are no events that leads to the recalculation of
a cell’s division time. A cell gets assigned a time to division at creation and each cell then
divide according to its internal clock irrespective of if it gets pushed etc.

After division, the daughter cell needs to be deposited on the grid. The division direction, or
receiving voxel, is sampled according to a discrete distribution. In the simplest case, all
directions of division are equally probable and the direction distribution is uniform. In the
general case, weights are assigned according to an external, deterministic gradient.

Cell division direction

The division direction is also a random variable and the number of possible directions are given
by the connections to the neighbors on the grid. Each individual has a property that sets its
polarization, represented by a normalized vector p pointing in the preferred direction of
division. With no polarization, each possible division direction is equally probable. With
polarization, the probability to divide in a certain direction is biased by the gradient. The
weights for sampling the division direction are taken to be

b
B
Wi = (maxj(di-) ) ’ 3)

where y; is the position of the vertex in the grid for which the agent resides, and £; is the
length of the edge connecting grid points x; and x; and g(x) is a given concentration profile.
The parameter b > 0 dictates how perfectly the cells become polarized by the concentration
profile g(x). A value b = 0 leads to equal probabilities for all directions, and very large value
of b means that the division direction will always be in the direction of the maximal value of
the gradient (the division direction becomes deterministic in the direction of the maximal
gradient in the limit 5 — . Values in between the extremes describes an increasing
precision in polarization axis alignment with the gradient field.

Cell pushing

If the receiving lattice for the daughter cell site is empty (i.e. occupied by matrix), it is simply
deposited there. When the daughter cell cannot be placed on a free lattice site, there is an
attempt to reorganize the structure by pushing neighboring cells to make room for it. The
procedure is illustrated in Appendix 1—figure 2. The probability for the displaced cell to

move to a given neighboring grid point depends on the direction of pushing. Let e, be the
vector along the edge connecting the mother cell C,, and the daughter cell C,, pointing
towards the daughter cell. Let ¢4 be the unit vector along the edge connecting the

daughter cell C; and one of its neighbors, C;. The weight for moving the displaced cell to

the neighbor with index n is given by
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Appendix 1—figure 2. When a cell divides (yellow cell), the daughter cell will push surrounding
cells (blue) to make room for the progeny (A). The direction of pushing (and what cell to push) is
determined by a combination of the directivity of the original division or pushing direction

and of a penalty for pushing an occupied site. The penalty is governed by a parameter c that
dictates how much to favor pushing into a free lattice site. In the figure, pushing the blue

cell at location C, to C; will be favored over C; based on the penalty if C;> 0, but the site C;

if favored based on the directionality of the push. If C, is selected by the probabilistic
algorithm, it will in turn complete a pushing event, leading to a pushing chain that continues
until a cell is pushed into an empty site. After such a pushing chain has been completed, the
site sampled for the daughter cell will be free, and the newly created daughter cell can be
inserted (B).

DOI: 10.7554/eLife.25902.026

wy = max(sg (1 — cl,),0) (5)

where

Sk = €md " €k (6)

That is, to account for the directionality implied by the originally sampled division direction
ena, the probability of the pushed cell to move to an adjacent lattice site ¢, is proportional to
the scalar projection of the vector connecting the pushed cell and the vertex at index k onto
the direction vector of the push. ¢ is a penalty parameter in the interval [0, 1] that dictates
the degree of resistance in pushing the cell into an already occupied site. If ¢ = 1, it is not
possible to push a cell into an occupied site, and if ¢ = 0, there is no resistance what so ever
and only the direction of the push affects the displacement direction. Any value in between
is a tradeoff between the two extremes. In Appendix 1—figure 2, for example, there is a
high probability to push C; to Ci, due to e4 being almost parallel to ¢, (high s;), but
depending on the value of ¢, the site C, may be sampled instead since that site is empty,
even if the directionality contributions is smaller (s;<s;). Once a neighbor has been
displaced, the pushed cell moves into that lattice site and the daughter cell gets deposited
on the now free lattice site of the displaced cell. The displaced cell, may in turn then go on
to displace additional cells and this procedure is repeated until a cell gets pushed into an
unoccupied site.
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Measure of order in the cartilage model

We are interested in assessing what factors are the main determinants to the degree of ordered
columnar growth in the cartilage sheet patches. To that end, we postulate that a perfectly
ordered structure consists of clonal columns growing straight and directed along the axis
perpendicular to the initial condition starting plane (Figure 5G). We then use the following
metric to quantify the degree of order in the structure

s 1i 1 & o
= — Sii
Ca NI !
Wlth Sij
s;j = [vi eyl (8)

where y is a unit vector perpendicular to the initial condition plane, and v; are normalized
vectors joining two consecutive points (sorted by y-coordinate) in clones with the same
color. N; is the number of cells of a given color minus one (the number of vectors), and C is
the number of unique clones tracked. This is illustrated graphically in Figure 5A. With this
metric, a score of § = 1 would mean that all columns are perfectly aligned to the main
growth axis and a score of S = 0 would mean that they are all perpendicular to it. We use
this metric to score realizations of the process either in the absence of a gradient, or when
the gradient is uniform in planes parallel to the center plane, so that in the case of a perfect
polarization, cells should all deposit their daughter cells perpendicular to the center plane.
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Abstract Facial shape is the basis for facial recognition and categorization. Facial features
reflect the underlying geometry of the skeletal structures. Here, we reveal that cartilaginous nasal
capsule (corresponding to upper jaw and face) is shaped by signals generated by neural structures:
brain and olfactory epithelium. Brain-derived Sonic Hedgehog (SHH) enables the induction of nasal
septum and posterior nasal capsule, whereas the formation of a capsule roof is controlled by
signals from the olfactory epithelium. Unexpectedly, the cartilage of the nasal capsule turned out
to be important for shaping membranous facial bones during development. This suggests that
conserved neurosensory structures could benefit from protection and have evolved signals
inducing cranial cartilages encasing them. Experiments with mutant mice revealed that the genomic
regulatory regions controlling production of SHH in the nervous system contribute to facial
cartilage morphogenesis, which might be a mechanism responsible for the adaptive evolution of
animal faces and snouts.
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Introduction

The shape of a face strongly depends on the geometry of skeletal elements directly under the skin,
adipose tissue and muscles. Our adult cranial and, in particular, facial skeleton consists mostly of
bony elements. Cartilaginous parts are rather minor. However, during embryonic development bone
forms after the cartilage, and the initial phases of facial and skull shaping proceed with the cartilagi-
nous skeleton only. The entire functional and evolutionary meaning of the chondrocranium, that is,
the early cartilaginous elements of the embryonic skull, is not clear. Some parts of the chondrocra-
nium will undergo endochondral ossification (for example, pre-sphenoid and basisphenoid, cribri-
form plate, Meckel’s cartilage, olfactory septum, nasal concha, labyrinth of ethmoid, vomer and
tympanic bulla). However, the majority of the bones, especially in a facial compartment, will form in
a close spatial association with the chondrocranium independently through dermal membranous
ossifications (Carson, 1999). Many questions, including how and from where molecular signals con-
trol the complex chondrocranial shape, and whether the geometry of the chondrocranium directs
the shape of facial bones, are still unanswered.

Achondroplasia, a rare disease due to cartilage insufficiency, includes craniofacial malformations
such as protruding forehead, low nasal bridge, maxillary hypoplasia, problems in the otolaryngeal
system and macrocephaly as well as foramen magnum stenosis (Shirley and Ain, 2009). Prominent
human and mouse achondroplasia phenotypes based on Fgfr3 mutations suggest that a correctly
shaped chondrocranium is essential for proper facial bone geometry and general facial outgrowth.
However, Fgfr3 is expressed also at membranous ossification sites (please see Fgfr3(mRNA) expres-
sion at E15, http://developingmouse.brain-map.org/), as well as in sutural osteogenic fronts
(Ornitz and Marie, 2002). Therefore, models involving Fgfr3 do not allow for precise discrimination
of cartilage or bone-dependent parts of the phenotype in affected subjects. Still, these effects
strongly suggest that chondrocranium shape might be truly important for producing initial facial
geometry and for influencing the formation of membranous bone on top of the cartilaginous
template.

The facial chondrocranium is built by neural crest cells that populate the frontal part of the head
and undergo multilineage differentiation. They give rise to cartilage, bone, fascia, adipose tissue,
smooth muscle, pericytes, glia and neurons (Snider and Mishina, 2014; Baggiolini et al., 2015). Par-
axial mesoderm also contributes to the chondrocranium in posterior basicranial and occipital loca-
tions. Collective behavior and differentiation of the neural crest and neural crest-derived
ectomesenchyme is largely responsible for the future shape of the face (Minoux and Rijli, 2010).
However, the precise mechanisms governing this collective behavior, cartilage induction and shape-
making are not fully understood, despite significant progress in the research field of cartilage and
bone formation.

McBratney-Owen and Morris-Key with coworkers demonstrated that the complete chondrocra-
nium (including the base of the skull) develops from 14 pairs of independently induced large cartilag-
inous elements that fuse together during later development (McBratney-Owen et al., 2008).
Sculpting perfect geometries of such cartilaginous elements is a key developmental and regenera-
tive process that accounts for the shape and integrity of our body. Current opinion holds that carti-
lage forms from condensing mesenchymal cells that are destined to become chondrocytes
(Ornitz and Marie, 2002). Mesenchymal condensations emerge in specific locations. Here, they
somehow become shaped, grow and turn into cartilage that later expands until the initiation of
endochondral or membranous ossification.

The frontonasal prominence and other facial regions are enriched in signaling systems. Activity in
these systems leads to progressive induction and shaping of craniofacial structures, including chon-
drogenic mesenchymal condensations that turn into cartilage (Minoux and Rijli, 2010). The signaling
center located in the most anterior face, the so called FEZ (Frontonasal Ectodermal Zone), produces
Sonic Hedgehog (SHH) and Fibroblast growth factor 8 (FGF8), which play important roles in facial
shaping. FGF8, SHH and Bone Morphogenetic Proteins (BMPs) produced by FEZ regulate the behav-
ior of ectomesenchymal tissue and participate in positioning of chondrogenic condensations inside
of the embryonic face (Foppiano et al., 2007; Hu et al., 2015b; Young et al., 2014). The mecha-
nisms of facial cartilage induction that involve these molecules have received particular attention dur-
ing recent years (Gros and Tabin, 2014; Abzhanov and Tabin, 2004; Bhullar et al., 2015;
Griffin et al., 2013).
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Another recent breakthrough brought up the fact that the brain itself can emit signals that influ-
ence facial shaping. Expression of Shh in the forebrain turned out to be important for the correct for-
mation of FEZ and early steps of facial shaping in general (Hu et al., 2015a; Chong et al., 2012).

Still, how these and other signaling centers synchronize in order to build the 3D shape of facial
cartilaginous elements is not understood. The cartilaginous nasal capsule is the most anterior part of
the chondrocranium. Together with Meckel’s cartilage in the lower jaw, it constitutes an excellent
model system to address questions concerning cartilage induction and shaping.

Here, using mild ablations of cartilage with tightly controlled genetic tools, we revealed that the
shape of the nasal capsule is a key for the geometry and positioning of the facial bones and overall
facial shape. Subsequently, with the help of numerous mouse mutants, specific contrasting techni-
ques and micro-CT, we demonstrated that signaling centers in the developing brain and olfactory
epithelium jointly and independently enable the induction of the nasal capsule in the embryonic
face. Various genomic regulatory regions that direct the expression of Shh to the developing ner-
vous system participate in the fine-tuning of the shape of the facial cartilaginous skeleton.

Results

Taking into account known achondroplasia facial phenotypes, we hypothesized that even minor
changes in the facial cartilaginous template may lead to significant or even major changes in the
overlaying membranous bone geometry and the overall facial shape. Thus, we performed mild time-
controlled genetic ablation of early chondrocytes employing Col2a1-CreERT2/R26DTA mice and
analyzed their facial development (Figure 1). We used a dose of 2.5 mg of tamoxifen administered
at E12.5 and, in an alternative experiment, double injection at E13.5-E14.5 to avoid a strong pheno-
type with dramatic face shortening and brain shape distortion, and we analyzed the mutant embryos
at E17.5 and E15.5 correspondingly (Figure 1). Col2a1-CreERT2 is a well-established tool to target
facial chondrocytes and their immediate progenitors. Tamoxifen was administered at early stages of
facial development where no bone is present. Also, this CreERT2 line does not recombine in osteo-
blasts or their progenitors in membranous ossification sites and, thus, cannot directly impinge on
them (Figure 1A-D). Despite only mild cartilage reduction (mean 30,7% of the cartilage surface
decrease at E15.5 and mean 35,2% at E17.5), the facial compartment of the Col2a1-CreERT2*/
R26DTA* embryos appeared massively affected with short snout and distorted membranous ossifi-
cations (Figure 1E-R). Interestingly, the forming mandibular bone appeared shortened and widened
at the same time, which cannot be explained only by the shortening of Meckel’s cartilage (Figure 1—
figure supplement 1). This fact suggests an interplay between cartilage and membranous bone that
might involve signal-guided rearrangements in skeletogenic tissues. Thus, genetic ablations of
COL2A1-producing pre-chondrocytes and chondrocytes revealed a different degree of cartilage loss
in the nasal capsule and Meckel’s cartilage, together with corresponding incremental dysmorpholo-
gies of membranous bones and face in general. These slight differences in the strength of the phe-
notype are likely attributed to the fine diversity of developmental stages within one litter receiving
tamoxifen during a single injection into a mother (Figure 10-R and Figure 1—figure supplement
1). Thus, the geometry of the face and corresponding bony structures depend on the correct induc-
tion and shaping of a facial cartilage. This, in turn, is largely established at the level of chondrogenic
mesenchymal condensations, as we recently demonstrated (Kaucka et al., 2017). It is worth empha-
sizing that according to our previous study, the chondrogenic condensations are induced being pre-
shaped (Kaucka et al., 2017).

Consequently, we decided to analyze the molecular signals and their sources that induce these
geometrically complex condensations. Several molecules were reported to have an impact on the
cartilage induction, either on the condensation placement or on proper timing of cartilage-forming
events (Goldring et al., 2006). Among those, SHH was shown to play a key role in the spatio-tempo-
ral induction of chondrogenic mesenchymal condensations (Abzhanov and Tabin, 2004;
Billmyre and Klingensmith, 2015; Park et al., 2010). We analyzed the expression of Shh in early
and late developing mouse face with the help of the Shh-Cre/GFP (B6.Cg-Shhtm1(EGFP/cre)Cjt/J)
model, and found that Shh is expressed in very discrete regions of the face between E11.5 and
E14.5 at the time of induction of facial cartilages (Figure 2 and Figure 2—figure supplement 1). At
the early stages (E11.5 and E12.5, see Figure 2A-B), the SHH + regions included forming olfactory
epithelium (magenta), dental and oral epithelium (red), eyes (cyan) and brain (yellow). Interestingly,
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Figure 1. Correct chondrocranium development is essential for shaping the embryonic face. (A-C) Genetic tracing induced at E12.5 in Col2a1-
CreERT2/R26Confetti shows recombination in chondrocytes (B) only and not in a lineage of membranous bone osteoblasts and their progenitors (C), 25
um cryo-sections (A-D, G-H) were imaged with a confocal microscope (A-C) or phase contrast microscope (D, G-H). (D) Traced sections have been
stained using Alcian Blue (cartilage, blue) and von Kossa (brown, mineralized tissue). (E-F) Wild type (E) and Col2a1-CreERT2/R26DTA (F) embryos with

Figure 1 continued on next page
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Figure 1 continued

cartilage being partially ablated as a result of tamoxifen injection (2.5 mg) at E12.5, both analyzed at E17.5. (G-H) Sagittal sections of the anterior head
from wild type (G) and Col2a1-CreERT2/R26DTA (H) embryos stained with Alcian Blue (blue, stains for cartilage) and von Kossa staining (black, stains for
mineralized bone tissue). Olfactory system is outlined by green dashed line for better orientation. Note that physiological growth of the cartilage sets
the proper size of the facial compartment. (I-O) 3D-reconstructions of frontal chondrocranium together with bone and teeth primordia in control (I, L,
M) and cartilage-ablated (J, N, O) embryos. (K) Best fit comparison of control (red) and cartilage-ablated (light green) 3D chondrocranium models. (P)
3D-reconstruction of frontal chondrocranium and formed cartilage including GOM Inspect software analysis of the mutant bone (Q) overview of
analyzed mutants (injected with low dose of tamoxifen (2.5 mg) at both E13.5 and E14.5 and analyzed at E15.5) and formed bone in one representative
control and three mutants (R) Bar-graphs showing the manual 3D segmentation of the surface area of cartilage. Data are obtained from three control
samples and three mutant mice for (E15.5) and three control samples and one mutant sample with the most pronounced phenotype for (E17.5). The
error bars show mean and standard deviation (SD). For the comparison, we used unpaired Student t-test (95% confidence interval —9974138 to
—6056665). Raw data are available in Figure 1—source data 1.

DOI: https://doi.org/10.7554/eLife.34465.002

The following source data and figure supplement are available for figure 1:

Source data 1. Raw values of cartilage surface measurments corresponding to Graph in Figure 1R.
DOI: https://doi.org/10.7554/eLife.34465.004

Figure supplement 1. Mild ablation of cartilage using Col2a1-CreERT2/R26DTA.

DOV https://doi.org/10.7554/elife.34465.003

only certain regions of olfactory epithelium were SHH+ (see stained cryosections under the 3D mod-
els in Figure 2). Later on (at E13.5 and E14.5 - Figure 2—figure supplement 1), we detected addi-
tional SHH-producing structures such as whiskers (blue-green), tongue (not segmented) and salivary

Figure 2. Shh is expressed through the early facial development in distinct regions of the head. The expression pattern of Shh during developmental
stages E11.5 (A) and E12.5 (B) in B6.Cg-Shhtm1(EGFP/cre)Cjt/J, segmented Shh-expression regions are color-coded and clarified in legend (C).
Immunohistochemical (IHC) staining shows olfactory neuroepithelium and newly formed mesenchymal condensation as ERBB3 positive. White arrows
point at GFP-expressing parts of various tissues. Red rectangle in (A) and (B) upper panel mark the olfactory neuroepithelium, yellow rectangle in (B)
shows area magnified in the right bottom corner. White dotted line outlines the shape of mesenchymal condensation. IHC staining was performed on
20 um cryosections and imaged using a confocal microscope.

DOI: https://doi.org/10.7554/eLife.34465.005

The following figure supplement is available for figure 2:

Figure supplement 1. Shh is expressed through the later facial development in distinct regions of the head.
DOI: https://doi.org/10.7554/eLife.34465.006
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gland (blue). We assumed that there is a prerequisite for a certain minimal distance between Shh-
expressing structures and forming cartilage of nasal capsule that enables the secreted molecule to
reach the target and impose chondrogenic stimuli on mesenchymal cells. According to our results,
the most probable pro-chondrogenic SHH-emitting structures in the face were the olfactory epithe-
lium and the forebrain.

To test if SHH emitted by these structures controls nasal capsule induction or influences its geo-
metrical features, we analyzed a series of mouse mutants with a micro-CT-based 3D-visualization
approach. To perform these 3D visualizations of the mesenchymal chondrogenic condensations, car-
tilage and bone, we utilized a soft tissue contrasting with phosphotungstic acid (PTA) followed by
micro-CT scanning. Chelation of tungsten is uneven in various cell types and creates reliable contrast
highlighting different tissues.

Firstly, to address whether the induction of distinct elements of the facial chondrocranium is not
only timely regulated, but also has a discrete spatial aspect related to various sources of inductive
signals, we genetically ablated Shh in the brain to test its role in facial cartilage induction. For this,
we took advantage of Nkx2.2-Cre/Shh floxed/floxed animals to delete Shh in the floor plate cells since
the beginning of central nervous system (CNS) development and patterning. We analyzed two differ-
ent stages: E12.5 as a stage of condensations of cartilaginous mesenchyme (Figure 3 and Figure 3—
figure supplement 1 'Interactive PDF’) and E15.5 as a later stage of nearly fully formed chondrocra-
nium with its rather final shape (Figure 3 and Figure 3—figure supplement 1 ‘Interactive PDF’).
This experiment resulted in an unexpected phenotype. It included a selective loss of a nasal septum
together with heavily affected posterior part of the nasal capsule as detected at E12.5 (Figure 3B-C,
E-F). The chondrogenic condensation corresponding to a forming septum failed completely,
whereas the condensation of the posterior part of nasal capsule appeared incompletely induced.
Additional changes were detected in the facial cartilage at E15.5, mainly represented by the missing
midline groove (Figure 3G-H) and the absence of the very anterior part of nasal cartilage
(Figure 3H). Additional changes included various malpositioned parts, fused nerve foramina and var-
iations in shaping and bending of cartilage elements, as summarized in Figure 3. Notably, the
mutant embryos analyzed at E12.5 and E15.5 presented with cleft palate. This could indicate that
some clinical cleft palate cases might have their origin in disturbed brain-derived signaling (Fig-
ure 3—figure supplement 2).

At the same time, the general geometry of the frontal part of facial chondrocranium remained
almost unperturbed, thus, supporting the spatial modularity of cartilage induction in the face. The
microstructure of the cartilage stayed normal, with fine borders defining bent cartilaginous sheets
forming the major structure of the nasal capsule. The thickness of the cartilaginous sheets forming
the capsule also remained comparable to that found in littermate controls (Figure 3J). These obser-
vations strongly suggested that the early stages of cartilage induction must be affected.

We also investigated bone formation in the area of the nasal capsule at E15.5 (Figure 3I). We
observed missing parts in maxillary bones from mutants, and malpositioned incisors that were found
more posteriorly on top of instead of being in the anterior part of the maxilla. At this stage and in
this particular location, there was no endochondral ossification ongoing. However, according to
micro-CT data, the bone was forming in the proximity and on top of the existing cartilaginous shape
template. Thus, the facial chondrocranium is important for the correct formation of the membranous
facial bones.

Recently it has been shown that the brain can influence facial shaping via Shh, acting presumably
on the frontonasal ectodermal signaling zone (abbreviated as FEZ) (Hu et al., 2015a; Chong et al.,
2012). It is currently believed that FGF8, SHH and BMPs produced by FEZ regulate the behavior of
ectomesenchymal tissue and participate in positioning of chondrogenic condensations inside of the
embryonic face (Foppiano et al., 2007; Hu et al., 2015b; Young et al., 2014). However, our data
show that SHH emitted from the forebrain mostly affects the basicranial, posterior and septal parts
of the facial chondrocranium without strong effects on the most anterior nasal capsule (including
other soft tissues in general), which could be expected if the effects of a brain-derived SHH are
entirely mediated by FEZ. Importantly, the major geometric structure of the mutant brain stays
largely unchanged although it appears reduced in size. Thus, changes in brain shape are not likely to
cause very selective influences on forming facial structures due to mere mechanical interactions (Fig-
ure 3—figure supplement 3).
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Figure 3. Shh signal from the brain induces a posterior part of a nasal capsule. (A) Model of overall shape resulting from the excision of Shh from the
floor plate using Nkx2.2-Cre/Shhflexed/floxed shows visible phenotype in the E12.5 mutant embryo comprising, for instance, from the cleft of upper lip,
non-prominent or missing nasal vestibule and diminished curvature of the snout. (B-C, E-F) micro-CT scans-based 3D reconstructions of chondrogenic
mesenchymal condensations in E12.5 mutant and control embryos. Note the missing posterior part of the developing nasal capsule and the missing
Figure 3 continued on next page
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Figure 3 continued

septum in the mutant. (D) best-fit computed comparison of the overall shape and size of mutant and control embryo. (G-H) 3D models of
chondrocrania of mutant (Nkx2.2-Cre/Shhfloxe@/floxed) and control embryo, analyzed at E15.5. Among the main differences are missing frontal part of
nasal cartilage, missing lateral parts of developing nasal capsule, malpositioned asymmetric cartilage, not fully closed foramina for pervading nerves
and vasculature and various disconnected cartilaginous segments. (I) Segmented cartilage and bones projected in the overall shape of the head of
mutant (bottom) and control (upper) embryo. Note the malpositioned incisors in the maxilla of the mutant and missing part of the frontal nasal capsule
formed by the bone. (J) Wall thickness analysis of the cartilages in the E15.5 head of mutant (bottom) and control (upper) embryo show no evident
differences in the thickness of formed cartilage.

DOI: https://doi.org/10.7554/eLife.34465.007

The following figure supplements are available for figure 3:

Figure supplement 1. 'Interactive PDF'.

DOI: https://doi.org/10.7554/eLife.34465.008

Figure supplement 2. Ablation of Shh from the floor plate results in the cleft palate.

DOI: https://doi.org/10.7554/eLife.34465.009

Figure supplement 3. Brain volume and overall anatomy in mutants with Shh genetically deleted from the floor plate of the developing CNS.
DOI: https://doi.org/10.7554/eLife.34465.010

Figure supplement 4. Phenotypic manifestation of Shh genetic ablation from the floor-plate, analyzed at E15.5 upper part of spine.

DOI: https://doi.org/10.7554/elife.34465.011

Finally, we analyzed the spinal column of the mutants and control embryos and found localized
shape defects in the cervical vertebrae represented by incomplete transverse foramina (foramina
transversariae) (Figure 3—figure supplement 4). Notably, the defects in the nasal septum stayed
confined only to the cartilage as a tissue. The septal chondrogenic condensations and cartilage were
missing as apparent E12.5 and E15.5, whereas the soft tissues of the septum stayed in place (Fig-
ure 3—figure supplement 4). Similarly, despite the cartilage defects clearly identified in spinal col-
umn, the other tissue types that were in close proximity to the defects did not show any difference
from control. For instance, the vertebral arteries traversing the distorted cartilage of the transverse
foramina appeared unaffected in Nkx2.2-Cre/Shh floxe@/floxed animals (Figure 3—figure supplement
4).

Next, we determined the Shh expression in the forming olfactory epithelium and tested the role
of the forming olfactory epithelium and olfactory neurons in the process of nasal capsule induction.
The possibility that olfactory epithelium controls cartilage shaping is supported by the fact that the
conchae of nasal labyrinth geometrically correlate with the folded structure of the olfactory epithe-
lium, which they mechanically support.

A desired experimental setup that would allow us to target and genetically delete Shh from the
olfactory epithelium does not exist. To define the importance of any signal derived from the olfac-
tory epithelium we utilized Six1 and Six4 double knockout to specifically ablate the development of
the olfactory epithelium (lkeda et al., 2007; Kobayashi et al., 2007). We analyzed Six1/4 double
mutant embryos at E18.5, that showed no olfactory structures, using the micro-CT method and per-
formed a thorough comparison to wildtype littermates (Figure 4 and Figure 3—figure supplement
1 ‘Interactive PDF’). In these mutants which had markedly shortened noses, the roof of the nasal cap-
sule was entirely missing. However, the septum and the posterior part of the capsule were relatively
well-preserved (Figure 4B-D). An earlier analysis at E12.5, a stage when the majority of facial chon-
drogenic condensations come into place, showed that in double knockouts, the chondrogenic con-
densation corresponding to the nasal capsule roof is missing. The chondrogenic condensation
corresponding to the nasal septum appeared non-fused at this stage and fused only later, as evident
from E17.5 reconstructions. At the same time, the roof of the nasal capsule was never induced (Fig-
ure 4—figure supplement 1A-D). This is consistent with the prediction that a lack of the olfactory
epithelium will prevent the induction of olfactory cartilages. Analyses of the bones showed a major
change in the overall geometry, with prominent shortening along the anterior-posterior axis (brachy-
cephalic-like appearance). Furthermore, we noticed a lack of mandibular incisors and an obvious
asymmetry between left and right parts of the maxilla (Figure 4E,J).

In addition to the expression in olfactory placodes, Six1 and Six4 are expressed in different parts
of early facial mesenchyme (Kobayashi et al., 2007; Grifone et al., 2005). The full knockout of Six4
does not show any phenotype according to previously published data (Ozaki et al., 2001). We
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Figure 4. Signals from the olfactory epithelium induce the anterior part of the nasal capsule. (A-J) Six1/Six4 double knock out mouse embryo
compared to littermate control and analyzed at E18.5 using micro-CT and 3D-reconstruction. (A, E, K) overall shape and size of the mutant head is
different from the control head, showing brachycephalic phenotype, bulging eyes, misshaped earlobes positioned more frontal and lower than the
control embryo (F, J, K). Note also the left-right asymmetry of the snout of the mutant. (B, G) Wall thickness analysis of mutant (B) and control (G)
embryo. (C, H) single plane from raw CT data shows missing olfactory neuroepithelium in the Six1/Six4 double mutant and control. Note also missing
nasal capsule but retained septum in the mutant. (D-E, I-J) various views on segmented 3D model of chondrocranium of mutant (D-E) and control (I-J)
embryo. Among the obvious differences are missing roof and lateral parts of nasal capsule while the septum is preserved. (L) SixT single knock out
mouse embryo analyzed at E18.5 using micro-CT 3D reconstruction (M) single plane cross-sections from raw CT of Six1 single knock out E18.5 embryo.
DOI: https://doi.org/10.7554/elife.34465.012

Figure 4 continued on next page
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Figure 4 continued
The following figure supplements are available for figure 4:

Figure supplement 1. Analysis of mesenchymal condensations in Six1/Six4 double knock out embryos at E12.5.

DOI: https://doi.org/10.7554/eLife.34465.013

Figure supplement 2. Ascl1 knockout embryo analyzed at E16.5 does not show any significant changes in formed nasal capsule.
DOI: https://doi.org/10.7554/eLife.34465.014

therefore analyzed the full knockout of Six1, in which the olfactory epithelium is present, to see
whether it will show a mesenchyme-driven phenotype in the nasal capsule roof. The analysis of E18.5
Six17~ embryos demonstrated the presence of the nasal capsule roof as well as a septum. The phe-
notype in Six1”" embryos mostly included a narrowing of the posterior nasal capsule with mild septal
defects (Figure 4L-M and Figure 4—figure supplement 1E).

This experiment provided a complementary, non-overlapping phenotype to the one with a nasal
capsule resulting from the excision of Shh from the floor plate (Nkx2.2-Cre/Shhfloxed/floxedy ‘This syg-
gests that solid cartilage elements in the forming face depend on joint activities of multiple regula-
tory zones (sources of SHH) during their induction and shaping.

To investigate if sensory neurons in the olfactory neuro-epithelium might be potential sources of
SHH, we utilized Ascl1 (Mash1) knock-out embryos (Figure 4—figure supplement 2). In these ani-
mals, major neurogenic transcriptional factor essential for olfactory neuron formation are missing,
and very few olfactory sensory neurons are generated (Guillemot et al., 1993; Cau et al., 1997).
We analyzed craniofacial structures in these mutants and found out that they did not demonstrate
any gross abnormality despite their inability to develop large amounts of olfactory neurons. Hence,
the sensory olfactory neurons are not critical cartilage-inducing sources, while the early olfactory epi-
thelium, before the neurogenesis, is important for the formation of chondrogenic mesenchymal
condensations.

To check if SHH from the brain and presumably from the olfactory epithelium acts directly on
facial mesenchyme inducing chondrogenic differentiation or during cartilage growth, we analyzed
embryos carrying a SHH-activity reporter GBS-GFP (Balaskas et al., 2012) at different developmen-
tal stages ranging from E9 to E14.5. The GFP signal was detectable as expected in the forming pal-
ate, brain, spinal cord and tissues that are known to receive SHH input. However, we did not
observe GBS-GFP activity in the chondrogenic mesenchymal condensations from the earliest chon-
drogenic stages E11.5-E12.5 onwards (Figure 5A). Consistently with this, lineage tracing in Glil-
CreERT2/R26Tomato mice injected with tamoxifen at E11.5 and analyzed at E17.5 showed sporadic
patches of traced chondrocytes in the facial cartilages (Figure 5B). If the injection of tamoxifen was
performed at E12.5 or later, these sporadic patches of labeled chondrocytes disappeared; that is we
observed only very rarely scattered chondrocytes in other locations (Figure 5B-C). Analysis of the
rare individual clones of chondrocytes resulting from labeling at E11.5 in Gli1-CreERT2/R26Confetti
demonstrated that mesenchymal cells turn into chondroprogenitors that divide several times to gen-
erate clonal clusters of mature chondrocytes (Figure 5C-D). At later stages of tamoxifen administra-
tion, this was not observed, which is consistent with analysis of GliT-LacZ embryos at E12.5, where
the X-gal staining was confined to whisker pads and other peripheral locations. In situ hybridization
(RNAscope) for other components of the Hedgehog pathway (including Ptch1(mRNA), Ptch2
(MRNA), GliTmRNA), Gli2(mRNA)) showed no enrichment within potential and actual chondrogenic
areas (Figure 5—figure supplement 1). To functionally test if inhibition of SHH at chondrogenic
stages will affect the development of facial cartilage, we administered SHH-inhibitor vismodegib
(LoRusso et al., 2011) at either E11.5, E12.5, or E13.5 and analyzed the embryos at E15.5. In line
with predictions from expression analysis and SHH-activity reporter, we did not find striking abnor-
malities in nasal and Meckel’s cartilages from all treated and analyzed embryos (n = 4) (Figure 6A).
At the same time, we observed the absence of palate and concomitant abnormalities in whiskers dis-
tributions in E11.5-to-E15.5 and E12.5-to-E15.5 stages of treatment, but not in E13.5-to-E15.5
stages. Indeed, in embryos treated between E11.5 and E12.5, the palatal shelves were severely
reduced or missing (Figure 6A-C). This showed that SHH signaling in these embryos was inhibited
to significant extents and also suggested that the action of SHH on patterning of the nasal capsule
precedes the stage of chondrogenic condensations.
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Figure 5. Mapping of the expression of Gli1 and Shh signaling activity in mouse embryonic head. (A) Mapping of the activity of the SHH signaling in
mouse embryonic head at E11.5, E12.5 and E13.5 prechondrogenic and early chondrogenic stages using GBS-GFP activity reporter. (B) Genetic tracing
using Gli1-CreERT2/R26Tomato induced at E11.5 (upper panel) and E12.5 (bottom panel) and analyzed at E17.5. Dotted line outlines cartilaginous
structures within the nasal capsule. White squares outline the magnified area. DRG = dorsal root ganglion, OLF = Olfactory system, MX = maxillar
prominence, MD = mandibular prominence. TG = trigeminal ganglion. (C) Genetic tracing using Gli1-CreERT2/R26Confetti, induced at E11.5 and
analyzed at E16.5 (left panel) and induced at E14.5 and analyzed at E17.5 (right panel) shows the contribution of Gli1-traced positive cells to the
cartilaginous structures in the embryonic head. (D) Quantification of the contribution of Gli1-traced positive cells to the cartilage. (A-C) 20 um
cryosections were used for the IHC staining and analysi