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Abstract
This thesis deals with applications of secondary ion mass spectrometry (SIMS) method in science and industry. It presents the selected work of the author in this field and is part of his application for the title of Associate Professor at the Brno University of Technology. The brief introduction of the SIMS method and its selected applications are accompanied by the comments of author’s contributions represented by nine selected papers. The papers discuss various aspects of SIMS analysis of scientific and industrial samples in different modes such as depth profiling, quantitative analysis, 2D/3D imaging, real-time observation, and tomographic analysis. The instruments on which the analyses were performed are also briefly introduced.
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[bookmark: _Toc147844446]Introduction




Since time immemorial, humankind has been trying to understand the world it lives in, motivated by curiosity to be sure, but also by the desire to do things better with greater efficiency and added value. This has brought benefits to humankind that today we can hardly imagine life without. We live in an informational and technological society in which there is increasing pressure to be innovative in order to ensure sustainable development. Innovations would not be possible without technological advances that require analytical tools to understand the processes used and to subsequently improve them. Many tools have been developed by mankind in the past and they are becoming increasingly sophisticated and specialised. One such a tool (method) is SIMS (Secondary Ion Mass Spectrometry). 
The history of the SIMS method began in 1910, when British physicist J. J. Thomson observed a release of positive ions and neutral atoms from a solid surface induced by ion bombardment [1]. Since this time, when his experiments were carried out primarily to learn about the nature of matter, their importance has shifted to the analysis of various materials used in science and industry. The development of this method was accelerated by the requirement of the electronics industry to measure low concentrations of dopants in silicon wafers. SIMS has become dominant in this field of analysis and, thanks to the continuous improvement of instruments, has begun to be applied in other fields of human activities, such as biology, pharmacy, etc. Thus, various modifications of this method with different mass analysers have been developed. Commercially, the most widely used is time-of-flight mass analyser, which utilizes a pulsed ion beam. The most important contributions to the development of this type of analyser were made by Prof. Benninghoven and his team, originally from the University of Münster [2]. New and continuously improved instruments have expanded the application portfolio. The identification of the various elements is not a problem for the method today, but considerable difficulty is experienced in identifying more complex organic molecules, but even in this area a significant progress has been made in the last few years. Standard analysers can be upgraded with a newly developed orbitrap mass analyser, which has several orders of magnitude higher mass resolution and is also equipped with an argon collision chamber to allow predictable fragmentation and subsequent identification of sputtered molecules [3]. Understandably, the sensitivity of this analyser is lower, and therefore imaging of the distribution of an already identified molecule is still performed by the time-of-flight analyser. The current development of nanotechnology requires increasing the lateral resolution, which has already reached a physical limit (~10 nm) in the case of the helium microscope [4]. Other instruments are approaching it.
The SIMS method is currently used because of its high sensitivity and the possibility of elemental 2D/3D imaging.  With the use of cluster ions, 3D imaging of even organic molecules is possible, for example in the case of OLED displays [5]. Due to the high sensitivity of the method, it is possible to perform 2D analysis on large areas with a high density of measurement points at measurement times that are up to several orders of magnitude lower than that of other surface analysis methods. Its extreme surface sensitivity is also an important feature. Almost 100% of the signal comes from the upper atomic layer. Due to this surface sensitivity and its ability to analyse large areas, it is often used in solving various adhesion problems, contamination traces, and other problems in the industry. The SIMS method is generally considered to be destructive. This characteristic often unjustifiably disqualifies the method, even before the actual measurement. In the case of analyzing the composition of unstable surfaces using the static SIMS method, its destructiveness may be lower than that of other methods (Auger microscopy, photoelectron spectrometry), which, on the other hand, are generally considered non-destructive. Although one ion causes more destruction than one electron of the same energy, sometimes more than a thousand electrons per ion are needed to obtain the same information. This is due to the several orders of magnitude higher sensitivity of the SIMS method than those mentioned above. The destruction of a sample caused by thousands of electrons can then be higher than that caused by a single ion. Electrons can cause higher heating of the sample or even a contamination trace on the sample surface. The most problematic feature of the SIMS method, which limits its wider use, is the difficulty in quantifying elemental concentration. This is obviously not true for the analysis of trace elements in various matrices, where concentrations up to ~1% are linearly dependent on the signal [6]. In this case, the only complication is to obtain a calibration sample. For concentrations higher than ~1%, the situation is more complicated and samples have to be treated individually. Unfortunately, in some cases, obtaining quantitative information is fundamentally impossible due to the non-linear and non-monotonic response of the signal to concentration. In this case, considerable experience is needed to correctly interpret the measured data.
This thesis is focused on selected applications of the SIMS method in science and industry that the author and his students have encountered so far. The SIMS method is introduced briefly in terms of basic principles and terminology. The phenomenon of sputtering is also described. This is followed by the various applications of the SIMS method organized according to a characteristic measurement mode. In Chapter 3.1, Depth profiling, the procedure for obtaining the elemental distribution as a function of the depth from the sample surface, is described. The instruments on which the author of this thesis made measurements are very briefly introduced, including the first SIMS instrument he developed at IPE FME BUT Brno. Topically, the annotated papers Nos. 1-4 belong to this area. Chapter 3.2, Quantitative analysis, follows with the commented paper No. 5. Chapter 3.3, 2D imaging, discusses in more detail unpublished results in the field of catalytic reactions and the development of an UHV-SEM instrument. 2D imaging is also discussed in the commented papers No. 6 and 7. This is followed by Chapter 3.4, 3D profiling, with application in the analysis of advanced ceramic materials for the production of bulletproof vests (commented paper No. 8). The last chapter is devoted to 2D/3D correlative analysis by FIB-SIMS and other methods such as NanoXCT and FIB-SEM that has been used for failure analysis in the semiconductor industry.



[bookmark: _Ref517186628][bookmark: _Ref518045749][bookmark: _Toc147844447]Brief overview of SIMS 

This chapter briefly introduces the basic principles of the SIMS (Secondary Ion Mass Spectrometry) method, its strengths, and weaknesses. It also shortly discusses the phenomenon of sputtering, the understanding of which is crucial for the processing and interpretation of measured data.


[bookmark: _Toc147844448]Basics of SIMS 

The SIMS method [2] uses the energy beam of ionized particles (0.2 keV - 30 keV) to erode the surface of the studied material by sputtering. The sputtered particles carry information about the studied surface of the material. A certain fraction of these particles is ionized during sputtering (Figure 2.1). These so-called secondary ions are analysed using a mass filter. During ion solid interaction, electrons and photons area also emitted. Electrons are often used for sample imaging by the use of scanning with the primary beam. During scanning with the primary ion beam, the secondary ion beam can be monitored to obtain the elemental spatial distribution of the material or complex structures under study.
[image: schemsims]
[bookmark: _Ref72599030][bookmark: _Ref72599022]Figure 2.1: Physical principle of SIMS method.
The SIMS method has some properties that are difficult to achieve with other known methods for studying surfaces and thin films [6].  The low detection limit allows one particle in a million to be detected. The sensitivity is even up to three orders of magnitude higher when certain elements are analysed in a proper matrix. SIMS allows detection of all elements including their isotopes, 3D analysis (depth resolution below 1 nm [7], [8]). This method is surface sensitive at low primary ion currents. Like all methods, SIMS has its drawbacks. SIMS is destructive; measurements cannot be repeated on the same part of the sample. In some cases, elements with similar masses cannot be distinguished from each other, and the sensitivity of the method decreases with increasing depth resolution. Large differences in ionisation probabilities for the same elements in different solid matrices require standards for more accurate quantitative analysis.
The development of the SIMS method was driven by the demand for accurate measurements of semiconductor samples with high sensitivity to trace elements. However, the method is now also used in other fields, e.g. to study organic compounds [9], [13b].
The equipment for the SIMS method consists of several basic parts - a primary ion source, a sample manipulator, a mass filter, possibly an energy filter, and an ion detector. 
Duoplasmatron ion sources, electron collision sources, surface ionisation sources producing cesium or alkali metal ions, and sources extracting ions by high electrostatic field from liquid metals are often used as ion beam sources. Ion beam sources are often supplemented by an appropriate mass filtration to avoid the implantation of impurities into the sample. Energy filtration of primary ions is sometimes used to reduce the aberration of the focusing optics.
 The sample to be analysed is placed on a manipulator allowing the angle of incidence of the ions and the location of the analysis to be varied. When the sample is bombarded, the surface particles are sputtered in all half-space directions. The ionized particles are extracted and focused into the inlet aperture of the analyser using a system of electrostatic lenses. The use of optics at the inlet of an analyser increases the throughput of the system as it can increase the solid acceptance angle from which the ions are processed by the system. The transmissivity of the analyser is also affected by the potential of the sample, which depends on the surface conductivity. The potential distribution on the sample surface may also increase or decrease the actual emission of secondary ions. The energy distribution of the sputtered particles has a maximum in the region around 10 eV [10], but in the high energy part of the monoatomic ions, in particular, can reach energies in the order of hundreds of eV. Extraction optics accelerates the low energy secondary ions to energies suitable for the type of mass the spectrometer used. Mass analysis can be performed using a quadrupole or magnetic analyser. For a quadrupole analyser, these energies are in the order of tens of eV, and for a magnetic sector analyser, the energies can reach up to units of keV [11]. If we want to analyse high energy particles using a quadrupole analyser, the extraction optics must in turn slow down these particles. Nowadays, analysers based on time of flight spectrometers are widely used. The choice of an ion detector depends on the magnitude of the secondary ion signal, with Faraday probes being used at higher currents and electron multiplier detectors at lower currents. 


[bookmark: _Toc147844449]Phenomenon of sputtering

When the surface of a sample is bombarded with ions of sufficient energy, electrons, photons and surface particles are emitted in ionized, neutral, or excited state [10], [12]. Most of the sputtered particles are neutral, some are ionized, and only a fraction of the ions is detected. 
When studying sputtering, it is necessary to take into account phenomena affecting not only the properties of the sputtered particles but also changes in the composition of the sputtered material [13]. Among the most important ones are atom mixing, matrix effect, preferential sputtering, effects of surface binding energy, Gibbs surface segregation, change in surface topography [14], diffusion [15], and chemical forces. 
The description of these processes requires the introduction of the following quantities [16]: 
- Sputtering coefficient defined as the number of sputtered atoms per primary ion. 
- Ion yield defined as the number of secondary ions per primary ion.
- Ionization efficiency is the ratio of sputtered ionized atoms to the total number of sputtered particles (atoms and ions of a given species).
When ions with energies of units of keV collide with the target atoms, cascading collisions occur (Figure 2.2). The incident primary ions penetrate below the surface and cause the mixing of atoms [17] in the surface layer, the thickness of which is proportional to the energy of the incident ions. The momentum and energy of the primary ions is transferred differently to the individual atoms. The mixing of atoms is anisotropic ("recoil mixing") after direct collisions of primary particles with sample atoms, and is isotropic ("cascade mixing") in the next stage [18]. The movement of atoms is enhanced by ion-induced diffusion. This diffusion is thermally activated by the bombardment of the sample and enhanced by the higher concentration of vacancies and defects. Mixing of atoms can also be enhanced by a strong chemical gradient present near the sample surface, and Gibbs segregation of atoms may occur as a result.
[image: ]
[bookmark: _Ref80741218]Figure 2.2: Collision cascade simulated by the SRIM code [19], every point represents the collision event of atoms. The red arrow shows the direction of the primary ion and the black arrow represents one sputtered atom.
When sputtering multicomponent materials, the sputtering coefficients of the individual components are different. As a result, one of the components enriches the surface while another is preferentially sputtered. If the surface is charged, the electric field causes the electropositive elements to migrate towards the surface during bombardment, so they are more rapidly (preferentially) sputtered in time, in contrast to the electronegative elements, which in turn migrate to lower regions of the mixed layer. Another reason for preferential sputtering is the different mass of atoms in the sample, the so-called mass effect. Atoms with low mass gain high velocity, making them more mobile and easier to reach the surface, where they can also be preferentially sputtered.  
When analysing by SIMS, the influence of the matrix effect on the resulting measured spectra should always be kept in mind. The matrix effect is a general concept explaining the difference in sensitivity of the method to a particular element (dopant) depending on the material matrix it is in. These variations in sensitivity may be due to a change in the ionisation efficiency or in the sputtering coefficient. The ion yield is different for different combinations of dopants with matrices and cannot be predicted in general. The ion yield is strongly influenced by surface chemical bonds. When reactive primary ions O2+ and Cs+ are used, the ionic yield increases. The experimentally verified dependencies of the sputtering parameters can be applied with little variation in dopant concentrations in the matrices.
The ionization efficiency depends strongly on the amount of oxygen [20] within the material and on its surface. It is generally assumed that the ion yield depends more systematically on the ionization potential when the surface is fully oxidized. The presence of oxide on the surface increases the yield of positive ions and also reduces the matrix effect. The oxide layer can be artificially maintained during sputtering by using a higher partial pressure of oxygen or by the perpendicular impact of primary ions, in which oxygen is less sputtered. The presence of other electronegative elements such as N, Cl, F on the surface has a similar effect, although not as pronounced, as oxygen. Ionization is strongly influenced by surface chemical bonds.
The surface charging effect causes changes in the transmissivity of the measuring device and changes in the ionization probability. This effect can be eliminated by neutralizing the surface under study with electrons, by depositing a thin layer of gold or by using a beam with O2- ions.
As the angle of incidence of the ions (measured from the normal to the sample surface) increases, the sputtering coefficient increases up to angles around 70° and then decreases steeply. Increasing the angle of incidence from zero to 60° increases the sputtering coefficient for silicon by the order of magnitude. Conversely, the ion yield decreases with the increasing angle. In the quantitative analysis of oxides on Si, it is preferable, if possible, to sputter at an angle of 60°, for which the sputter coefficients of oxides and Si are similar, resulting from that, no additional correction for sputter angle is necessary.
Mass spectra often contain particles made up of clumps of atoms, called clusters. The sputtering of these particles is explained by two mechanisms [21]. The first one assumes that clusters are formed after sputtering of individual atoms, which may originate from different locations of the analysed surface (Atomic Combination Model). This process results in the vast majority of two- to three-atom clusters (molecules); the probability of forming a molecule with a higher number of atoms is minimal. The molecules formed in this way also have a narrower energy distribution. The second model assumes that the clusters are emitted directly from the sample matrix, thus preserving the three-dimensional arrangement of atoms in the sample (Direct Emission Model). If an ionized multi-atom molecule is detected, then it is very likely that the bonds contained in the molecule are also present on the surface of the studied sample. This makes the SIMS method considered chemically sensitive.


[bookmark: _Toc147844450]Applications of SIMS method
This chapter discusses some aspects of SIMS analysis of various scientific and industrial samples in different applications employing different analytical modes such as depth profiling, quantitative analysis, 2D/3D imaging, real-time observation, and tomographic analysis, etc. The instruments on which the analyses were performed are also briefly introduced.

[bookmark: _Toc147844451]Depth profiling

Depth profiling is used to determine the concentration of atoms/elements as a function of depth from the surface [22], [23] but also to determine the depth profile of multilayered structures. If the secondary ions are recorded as a function of lateral position, it is possible to perform so-called 3D profiling. Depth profiling is mainly used to determine concentrations in the range 1013 - 1020 atoms/cm3 to depths of up to tens of micrometers. The depth profile of a given element is obtained by measuring the current of its secondary ions while sputtering. The concentration can be expressed as a function of the time of sputtering or the depth below the surface.
Although the secondary ions come from at most two or three surface atomic layers, the sputtered ions do not carry information only from this depth. The signal is influenced by a number of effects, such as atomic mixing, that cause only a thin layer of a particular element to appear thicker in the depth profile (Figure 3.1).
Quantification of this inaccuracy, which is defined as the depth resolution, can be done using the measured width of a sharp interface or a very thin layer, the so-called delta layer. In the latter case, the resolution is not affected by the matrix effect [24]. 
a)[image: ]        b)[image: ]
[bookmark: _Ref80743238]Figure 3.1: a) Schematic representation of atom mixing. b) Schematic shows how the thin layer and the sharp interface between two layers appear in the measured depth profile.
Depth calibration - when measuring the depth profile, we obtain the time dependence of the secondary ion current of a chosen mass. The calibration of the time axis to depth can be done by measuring the depth of the crater formed during the sputtering process. For this purpose, for example, a profilometer or a suitable optical method can be used. When sputtering a multi-layered material, it is desirable to take into account the different sputtering rates of the individual layers. The assumption of uniform sputtering may not always be sufficiently accurate. Different sputtering rates may also be caused by different chemical arrangements.
The initial stages of sputtering are difficult to define, especially when O2+ ions are used. Oxygen is very reactive and changes the chemical composition of the surface layer. Components with high sputtering coefficients are preferentially sputtered; the resulting deficiency is then compensated by their diffusion to the surface. After some time, an equilibrium between diffusion and sputtering is established. This unstable phase of sputtering makes systematic errors in the depth profile difficult to remove. At higher primary beam energies, this non-equilibrium state is shorter. [25]
Instrumental drift (especially the instability of the primary ion current) has a non-negligible effect on the depth profile. For this reason, it is advisable to make measurements for shorter times. An important parameter for sputtering is the lifetime of a single layer [26]. This is mainly determined by the sputtering coefficient and the primary ion current density. Before measurements, it is necessary to estimate this parameter in order to optimally set the experimental conditions.
During depth profiling, it is very important that the sputtering is as uniform as possible, i.e., the beam current density varies minimally with a position on the sample. This can be achieved, for example, by a large beam diameter, but it is preferable to scan the beam. In this context, it is necessary to mention the so-called crater effect. Uneven sputtering creates an inappropriately shaped crater in the sample, and the depth profile is degraded by ions originating from the crater walls. This effect must be suppressed as much as possible. If it is possible to deflect the beam, the so-called "gating" technique can be used to detect ions originating only from a certain region of the crater bottom. This can be achieved, for example, by switching off the ion detector when the beam is outside a predefined area of the crater floor ('electronic gating'). Another way of selecting secondary ions is to use extraction optics, which can be designed to pass ions originating only from a specific region of the sample ('optical gating'). The depth resolution is the best when both methods are used simultaneously. However, this leads to a reduction in the overall signal.
As already mentioned, the mixing of atoms caused by the impact of high-energy primary ions also reduces the depth resolution. An 'altered layer' is formed, the thickness of which increases with higher primary ion energy. The penetration of individual atoms to different depths also depends on their masses. For energies in the order of keV, the thickness of the mixed layer is a few units of nm. Although the measured secondary ions leave the surface from at most the top three atomic layers, they carry information about atoms originally coming from depths of up to tens of atomic layers as a result of mixing. This effect makes the interfaces appear apparently wider in-depth profiling. At larger angles of incidence, ions penetrate to shallower depths from the surface, and the depth resolution is higher. When O2+ or Cs+ primary ions are used, the surface coverage of these elements decreases with an increasing angle on incidence, dramatically reducing the ionization probability and therefore the overall detected signal.
Commented paper 1 and 2: Depth resolution enhancement – TOF-LEIS + SIMS
(Nucl. Inst. and Meth. B 2011, 269(3), 369–373 and Thin Solid Films 2013, 540, 96–105)
The first two commented papers deal with a new way to eliminate mixing phenomena and depth resolution enhancement using a combination of SIMS and TOF-LEIS method (Time of Flight Low Energy Ion Scattering). A new way to reduce the influence of ion mixing in-depth profiling using ion sputtering is based on the fact that the TOF-LEIS method allows to observe the in-depth composition of the sample. With an increasing depth, the depth resolution of this method also decreases due to multiple collisions of scattered ions. However, for our condition at a depth of about 2 nm, the decrease in the resolution due to multiple collisions is less than the ion mixing influence during sputtering. Thus, the TOF-LEIS method can “see” the layer interface before it is mixed by the primary ions. The reflected ions are thus able to see the interface through the altered layer more sharply than the sputtered ions detected by SIMS. The experiments demonstrating this resolution improvement were published in the first commented paper. The measurements were performed on an in-house-built combined SIMS and TOF-LEIS device developed by the author.  
[image: ]  [image: ]
Figure 3.2: Schematic of an in-house-built combined SIMS-LEIS instrument and its photograph at IPE FME BUT Brno laboratory.
During the development of this instrument, a round-robin experiment was carried out. The aim of this experiment was to compare the depth resolution of different commercial SIMS instruments from IONTOF, HORIBA, and CAMECA companies with different types of mass analysers and our in-house-built TOF-LEIS-SIMS. MoSi multilayer samples were used for comparison, and the best depth resolution was achieved on the in-house-built device. Afterwards, further testing of our instrument was carried out and clearly demonstrated the advantages of parallel depth profiling by SIMS and TOF-LEIS methods in terms of ion mixing elimination. Subsequently, an additional advantage of this approach in terms of eliminating the matrix effect in SIMS depth profiles using TOF-LEIS profiles was discovered for two-component multilayers. This issue is discussed in more detail in the Ph.D. thesis of Radek Duda [27], and it is briefly outlined in the following text. 
Figure 3.3 shows a depth profile of the MoSi multilayer measured by SIMS. During each measurement point, a portion of the multilayer was sputtered off, and then the scattering spectrum was measured by TOF-LEIS. Based on these TOF-LEIS spectra, the depth profiles were reconstructed using the He+ ions scattered on the sputtered sample surface and under the altered layer. These profiles show that the profile reconstructed from the region below the altered layer has better depth resolution, whereas the profile reconstructed from the sputtered sample surface shows worse depth resolution due to ion mixing. Comparing the SIMS and TOF-LEIS profiles, it is clear that the SIMS profile is greatly affected by the matrix effect. The Si profile here seemingly shows more layers than the sample actually had. This SIMS profile was converted to a relative quantitative profile using the relationships below, in which the parameter p (see eq. 3.5) had to be found.
Secondary ion current during SIMS profiling is given by 
	
	
	[bookmark: _Ref74394802](3.1)


where  is the primary ion current,  is the concentration of the element of interest in the sample,  is the sputtering coefficient,  is the ion yield for positive and negative ions, and  is the collection efficiency of the mass spectrometer. 
Relative concentration  is given by:
	
	
	[bookmark: _Ref419794626](3.2)


where  a  are absolute concentrations of molibdenum and silicon in the two component sample. These concentrations can be expressed using the relation (3.1):
	
	    and     ,
	(3.3)


where  and  are secondary currents of Mo+ and Si+ ions. By inserting into the relation (3.2) we can get:
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where
	
	
	[bookmark: _Ref420333139](3.5)


Similarly we can get relation for re:
	
	
	[bookmark: _Ref74396061](3.6)


 The parameter p defined by relation (3.5) cannot be determined from the SIMS measurement alone because it contains the ratio of the ionization probabilities of the Si+ and Mo+ secondary ions. However, if the parameter p is varied, then for a certain value of p (best fit) the SIMS profile is identical to the TOF-LEIS profile (Figure 3.3c). The TOF-LEIS method detects simultaneously neutralized and ionized scattered He atoms and therefore does not depend on ionization processes (matrix effects) like the SIMS method.  In this way, it is possible to obtain the ratio of ionization probabilities (once the sputtering yield is established by depth calibration) for Si+ and Mo+ secondary ions. The agreement between the two profiles proves that the TOF-LEIS method is quantitative and can be used to study the ionization mechanisms of the SIMS method. 
The author of this thesis proposed a way of combining the SIMS method with the TOF-LEIS method and made a major contribution to the development of the combined SIMS and TOF-LEIS instrument, including the design of the vacuum parts and the development of the necessary electronics and software for the acquisition of the measured data.
[image: ]
[bookmark: _Ref80803812]Figure 3.3: Comparison of the SIMS and LEIS profiles taken parallel during sputtering. a) SIMS profile as measured with a matrix effect. b) Relative SIMS profile corrected using the parameter p. c) Comparison of the relative SIMS and LEIS profiles taken at the surface and under the altered layer. d) LEIS spectra displayed as a bitmap. Above the red line, the altered layer is presented and the green line shows the data from the same depth under the surface. Sputtering was done by Ar+ ions with 1 keV energy and secondary ions were detected by a quadrupole mass analyser (SIMS).  He+ ion beam with an energy of 5 keV was used for scattering (TOF-LEIS). These profiles have already been presented and discussed in more detail in the Ph.D. thesis of Radek Duda, supervised by the author [27].
Commented paper 3: Sensitivity testing of a novel SIMS instrument using implantation profiles 
(Surface and Interface Analysis 2014, 46(S1))
Within the UnivSEM project, in cooperation with TESCAN Brno company, a new TOF-SIMS device developed by TOFWERK was tested. The TOF-SIMS was installed in a high vacuum electron microscope from TESCAN. This device allows to measure the mass of secondary ions by time-of-flight measurements. It is an orthogonal mass analyser that utilizes a continuous beam of primary ions (no need for primary beam chopping).  The time-of-flight measurement is performed using the secondary ion beam chopping. The secondary ions are continuously transported from the sample area by an extraction optics to an analyser. They are accelerated by a high-voltage pulse orthogonally to their original velocity and subsequently directed to an electrostatic mirror and detected. 
These accelerated ions move significantly faster than the extracted ions in the extraction optics. Before all the accelerated particles are detected, another dose of ions is moved in front of the deflection electrode, followed by another accelerating high-voltage pulse.  This principle allows the detection of a large portion of the secondary ions passed through the extraction optics. However, due to the design of the long extraction optics composed of many electrodes, it is difficult to extract all the ions. The geometry of the analyser, which must be optimized with respect to the pulse timing, obviously plays an important role. These aspects, together with the low ionization probability during Ga ion sputtering, lead to a lower sensitivity of this device. Therefore, it was necessary to measure the resulting sensitivity (detection limits). Selected elements implanted in a silicon crystal were used for testing. By evaluating the detection limits, it was possible to conclude that the sensitivity of this device is approximately two orders of magnitude lower than the IONTOF TOF-SIMS5 device and four orders of magnitude lower than the CAMECA IMS 4F device. Fred Stevie, regarded by the SIMS community as the legendary author of the well-known book on depth profiling [28], also participated together with the author of this dissertation in this testing at Brno. 
[image: ]         [image: ]
Figure 3.4: Schematic of orthogonal TOF-SIMS developed by TOFWERK Company (left) and on the right, the installation in the scanning electron microscope of TESCAN company(right). The TOF-SIMS analyser was also tested by the EMPA (Switzerland). Scale bar is 30 cm. Adapted from [29]. 
Commented paper 4: Depth profiling as a tool for thickness measurement of homoepitaxial layers
(Journal of Alloys and Compounds 2019, 789)
SIMS depth profiling has been used extensively in the electronics industry for several decades, especially in the field of the quantitative dopant analysis. It dominates in this area because most other methods have difficulties in offering sufficient sensitivity to a given dopant concentration. The method has also found its application in many other areas in thin film analysis, either in terms of matrix composition or contamination. 
Among scientists, the SIMS method is often regarded as a tool for depth measurements, but this is not practically the case. The thickness of the layers usually has to be calibrated by other methods, such as a mechanical profilometer, which measures the depth of a sputtered crater. If multilayers with different sputtering coefficients are measured, it is often necessary to measure the thickness of the individual layers, then to determine the sputtering coefficients, and afterwards to convert the sputtering time to the depth. The measurement error of the thickness is affected by the roughness caused by the sputtering. In such cases, it is better to measure the depth by another method, e.g., by taking a focused ion beam section and imaging with a scanning or transmission electron microscope. 
As an example of measuring the thickness using the SIMS method the commented paper 4 was selected. It deals with measuring the thickness of a homo-epitaxial layer, which cannot be measured in electron microscopes due to a lack of contrast. A new method for determining the thickness of grown homo-epitaxial high resistivity SiC layers on conducting SiC substrates by scanning confocal Raman spectroscopy (SCRS) was developed. The SIMS method in combination with a mechanical depth profilometer was used by the author of this thesis to verify the SCRS measurements. It was possible due to the vanadium doping of SiC layer deposited on an undoped the SiC substrate.



TOF SIMS5 instrument
The latter experiment and the experiments reported in the following text were performed on the TOF-SIMS5 device from IONTOF Company developed by Prof. A. Benninghoven. To better interpret these experiments, it is helpful to present this device in a little more detail. Thanks to the time-of-flight approach to secondary ion analysis, this instrument has become dominant in the SIMS community over the last twenty years. The instrument has found wide applications not only in the semiconductor industry but also in fields such as biology and pharmacy, among others. A schematic drawing of this instrument is shown in Figure 3.5.
a)[image: ]                   b)   [image: ]
[bookmark: _Ref78824242][bookmark: _Ref78824233]Figure 3.5: a) Schematic of the TOF-SIMS5 developed by IONTOF, adapted from [30]. b) a photo of CEITEC BUT TOF.SIMS5 instrument is shown. A – loadlock chamber; B – main chamber; C – primary ion gun; D – time-of-flight mass spectrometer equipped with reflectron; E – sputter gun; F – gas feeding system. Scale bar is 50 cm. Adapted from [31].
The TOF-SIMS5 instrument at CEITEC BUT Brno is equipped with five ion sources (guns). The primary ion source is a liquid metal bismuth source (hereafter referred to as LMIG, Liquide Metal Ion Gun). A cluster ion source can also be used as a primary ion source, allowing the formation of oxygen and argon clusters with energies up to 20 keV. The other two oxygen and cesium ion sources are designed for sputtering during depth profiling. The last source is a gallium ion (FIB) source and is used for sample sectioning or tomographic measurements. The LMIG allows mass filtering of ions and so-called bunching, which reduces ion pulses from 20 ns to below 1 ns. As a result, mass resolution close to 10 000 (m/Δm) can be achieved. The high mass resolution mode is called the spectrometric mode. The temporal focusing of the primary ions in the pulse has a negative effect on spatial focusing. The lateral resolution in this mode is around 10 µm. If this bunching is turned off, the mass resolution goes down to units of thousands, and the lateral resolution is around 1 μm. If a higher lateral resolution approaching 100 nm is needed, the source extraction current must be reduced and a new focusing performed. The drop in the sample current needs to be compensated by an increased pulse width up to 100 ns. This setting is called the fast imaging mode. As a result of the large pulse width, the mass resolution drops to 100. It is impossible to set the instrument to achieve its maximum mass and lateral resolution at maximum sensitivity. All modes always require some compromise between these parameters. They can be shown as the vertices of a triangle (Figure 3.6). The operator defines which vertices will be approached. The combination of higher lateral and mass resolution is called the burst mode, which splits the pulse of primary ions into several shorter immediately consecutive pulses. Recently, delay extraction mode measurements have also been improved, with mass resolution in the order of thousands and high lateral resolution. This mode performs ion extraction after the primary ions have reached the sample surface and is less sensitive in the low mass region.
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[bookmark: _Ref80816749]Figure 3.6: Schematic view of the experimental parameters related to available analytical modes for TOF-SIMS5 instruments [32].
A great advantage of the TOF-SIMS5 is the post-processing of the measured data. Peak identification in the spectrum can be performed after the measurement. For devices with a quadrupole analyser or magnetic sector analyser, the measured masses must be preselected before imaging and the measurement time increases with the number of masses. This complicates the analysis in the case of a sample with unknown composition. This advantage is considered essential for the TOF-SIMS5 and it is probably the reason for the high popularity of this instrument.


[bookmark: _Toc147844452]Quantitative analysis

Generally, quantification of the composition of an analysed material using relevant parameters from the literature is possible to achieve with an error from 40% to 5%; higher accuracy requires the use of standards and calibration of a particular instrument [33]. One of the most critical parameters for quantification is the ionization efficiency, i.e., the ratio of secondary ions of a given species to the total number of these sputtered particles. The ionization potential and the electron affinity have the most significant influence on the ionization efficiency. However, these parameters are rarely known for molecules. The ionization efficiency varies by up to four orders of magnitude for individual elements [10]. The probability of an electron loss is higher for electropositive elements. This is further increased by the use of O2+ primary ions; these elements are then analysed as positive ions. For the analysis of electronegative elements, especially those that have a high electron affinity, the electropositive properties of Cs+ primary ions are often used, and then we detect elements as negative ions. The yield of secondary ions is strongly influenced by the ratio of ionization potentials of the investigated element and the matrix element. If the analysed element has a similar ionization potential as the matrix element, the probability of electron gain and loss is the same. The parameters of the instrument used, namely the transmittance, the sensitivity of the detector, and the properties of the primary beam, have a significant effect on quantification as well.
There are several basic approaches to quantification [22]. Among the most important are quantification using relative sensitivity factors (RSF), internal identifiers, detection of MCs+ ions (M - any element), and a range of standards with different concentrations of impurities. A reliable quantitative analysis can only be performed with these methods at impurity concentrations up to 1% in the matrix. At higher concentrations, different nonlinear effects occur with trends that are difficult to predict.
Commented paper 5: Quantitative analysis of Cu implanted in Zr-Nb nanoscale multilayers
(Acta Materialia 2021, 202, 317–330)
This commented paper discusses the mechanisms of grain boundary stresses. A mathematical method for the fundamental understanding of the deformation mechanisms in metallic multilayers subjected to radiation damage was developed. A theoretical description of these mechanisms is beyond the scientific scope of this disertation and therefore, only quantitative measurements of implant profiles done by the author using SIMS is briefly discussed. The quantitative analysis of implantation profiles is performed using calibration samples with known implantation doses. The preparation of calibration samples for SIMS methods is often performed by implanting selected ions into a given matrix. This is done on devices called implanters, which ionise and accelerate ions of the selected elements to energies ranging from hundreds to thousands of keV. With implanters, the total number of ions implanted in the sample can be controlled using the beam current and the implantation time. Knowing the total dose in atoms/cm2, the depth profile measured by SIMS can be calibrated using the RSF factors. In the commented paper 5, the implantation depth profile of copper in Zr-Nb multilayers was measured.
In addition to dopants, matrix elements can also be quantitatively analysed in most cases, even when the dependence of the secondary ion current on the concentration is nonlinear. If dopants in matrices with different stoichiometric ratios are analysed, the dependence of the RSF on this ratio must be determined. This issue was addressed by the author of this thesis and his student in the analysis of dopants in AlxGa1-xN layers for ON SEMICONDUCTOR Company and is described in detail in his bachelor thesis [34].
[bookmark: _Toc147844453]2D imaging

The greatest advantage of the SIMS method is its sensitivity and low detection limits. Sometimes, the measured signal can be too large and must be suppressed to avoid saturation of the detector. In the case of imaging with high lateral resolution, it is not the case. However, the signal is still sufficient to perform a rapid analysis of the elemental distribution on the sample surface. In the TOF-SIMS5 instrument, the primary bismuth ion beam is scanned over a selected region of interest (ROI) during 2D imaging. At each point of the image, the spectrum of the secondary ions over the selected mass range is always measured. The user specifies how many primary beam pulses are used for the spectrum. Of course, the appropriate measurement mode must be chosen according to the dimensions of the objects to be studied. If the dimensions are small (<3 µm) the imaging mode with the minimum ion beam width should be selected. The fast imaging mode often does not provide sufficient mass resolution and the so-called delayed extraction mode should be used.
This delayed extraction mode is a relatively new and helpful mode implemented in the TOF-SIMS5 software several years ago and is worth explaining in more detail. By default, primary ions impact the sample when the extraction voltage is turned on to achieve maximum sensitivity, but the extraction voltage causes an inhomogeneous potential distribution around the ion impact site and this has a negative effect on the focusing of the primary ions. In the delayed extraction mode, the extraction voltage is applied only after the last primary ion in the pulse has impacted. At this time, the secondary ions have already moved away from the sample and are between the extraction optics and the sample (light ions may already be out of range of the extraction optics as they are the fastest). After the extraction voltage is switched on, the secondary ions are directed towards the analyser. This leads to a reduction in the temporal uncertainty caused by the large width of the primary pulse, which significantly increases the mass resolution (>1 000). This leads to a reduction of the detected signal further, especially for the low mass ions that are the fastest moving and move out of the region of possible detection before the extraction is switched on. These measurements are more time-consuming but help to identify the sample composition because they allow the identification of mass interferences at high lateral resolution. If individual peaks are identified and mass interferences are excluded, the delayed extraction mode can be turned off and the sample can be measured using the fast imaging. The delayed extraction mode is also advantageous for samples that are not flat. Non-flat samples cause distortion of the extraction potential and this leads to a significant sensitivity reduction in areas of the sample that do not have a plane perpendicular to the axis of the extraction optics.
SIMS and SEM – real-time observation of catalytic reaction
[bookmark: _Hlk118106842]The advantages of the SIMS method for 2D imaging of surface composition become apparent when measuring the catalytic oxidation of carbon monoxide to carbon dioxide. This reaction, together with other important catalytic reactions, is still under intensive investigation. In 2007, Gerhard Ertl was awarded the Nobel Prize for the study of this catalytic reaction. This reaction is essential not only for automotive catalysts but also, for example, in hydrogen production, where it is used to remove CO from the production process. The reaction has been studied by author's collaborators Marc Willinger and Zhu-Jun Wang from ETH Zurich, who have observed it using environmental XPS and SEM at pressures in the order of hundreds of Pa. Subsequently, we have started activities towards spectroscopic imaging of catalytic reaction and the results are discussed in the following text.
The oxidation of CO takes place on the surface of platinum. Both components - carbon monoxide (CO) and oxygen (O2) - adsorb to it and subsequently react to form carbon dioxide (CO2) molecules. The reaction can be summarised in the simplest way as follows:
	
	
2CO + O2 → 2CO2.
	(3.7)


The real situation is much more complex. According to the article [35], an important struggle of reactants starts when the molecules hit the metal surface. Both CO and O2 compete for a free adsorption site on the surface that would allow them to anchor there. Each molecule behaves quite differently. The stable oxygen molecule - O2 - is dissociated on the surface into its atomic components - O. For this reason, it requires two adsorption sites. The whole process is called dissociative chemisorption because the original molecule is broken down and a bond with the surface between its components is formed. The oxygen forms a relatively rarefied adsorbent layer that does not prevent the eventual adsorption of CO molecules. On the other hand, CO molecules require only one adsorption site. They form a dense layer of adsorbent that prevents the adsorption of oxygen. CO covered platinum has a reduced catalytic ability and is so-called poisoned by carbon monoxide. Even when the CO gas is prevented from entering, only a weak desorption occurs at room temperature. The poisoning can only be effectively removed by heating to a higher temperature when thermal desorption occurs [36]. 
The catalytic oxidation of CO on the platinum surface can vary significantly depending on conditions such as the partial pressures of the reactants in the chamber. If a small amount of CO is introduced into the chamber, all the molecules of this gas, immediately after adsorption onto the substrate, react with the oxygen that covers the entire surface. Such a reaction is, therefore, completely dependent on the pressure of CO. The reaction does not depend on the structure surface, since the CO adsorption coefficient is almost constant at low pressures. If one increases the CO pressure linearly, the reaction rate will also increase linearly and so will the CO2 formation [37]. If the gas pressure rises to a sufficient level, the dependence mentioned above will no longer be valid and the rate of CO2 formation will reach its maximum. This is due to the fact that a significant amount of adsorbed oxygen is already consumed within the reaction and has to re-adsorb on the surface. The reaction rate thus becomes limited by the adsorption rate of oxygen. The adsorption coefficients for  O2 and CO vary significantly at high pressures depending on the surface structure. Depending on the surface structure, the reaction can, for example, be in two different states under the same external conditions, where oscillations are generated by repeated transitions between them [37].
After initial struggles with sample purity and in setting up suitable experimental conditions, we were able to observe this oscillatory nature of the reaction first in an ultrahigh vacuum scanning electron microscope (UHV-SEM). This device was developed by the author and his students (Michal Páleníček, Tomáš Axman, Roman Skladaný) together with the TESCAN company specifically to observe the physical processes and the formation of nanostructures in real-time. The device was developed within the Amispec project and a second prototype was instaled to IPE FME BUT Brno (Figure 3.7). During the development, a high vacuum electron column was adapted to an ultra-high vacuum environment. The electron detectors were adapted to work in UHV and the effect of light radiation during sample heating on the secondary electron current was also minimized. As a result, it is possible to observe the surface of samples at temperatures as high as 1 300 °C. At the same time, a sample heater was developed to allow heating under the electron column to temperatures approaching 2 000 °C. This was important for an easy cleaning of the platinum surface, which was heated to temperatures approaching the melting point (1 768 °C) in an oxygen atmosphere. It takes only a few tens of minutes to clean such a sample.
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[bookmark: _Ref80817588]Figure 3.7: UHV-SEM instrument at IPE FME BUT. A – airlock chamber; B – loadlock chamber; C – main chamber; D – electron column; E – sputter gun; F – gas feeding system.
Figure 3.8 shows the platinum surface and grain boundaries measured by UHV-SEM. The central grain is active in terms of oscillatory reactions. A more detailed description of this experiment is in the diploma thesis of Marcel Janák [31]. Based on further experiments in the thesis of Antonín Jaros [38], it can be concluded that the darker bands are probably regions with adsorbed oxygen and the lighter ones with adsorbed carbon monoxide. Both diploma theses were supervised by the author. The reaction in the UHV-SEM environment lasts for approximately one hour and changes its character in time. Gradually, the disordered areas change to a spiral shape that slowly weakens until the reaction is completely terminated. Why this happens is not yet known.
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[bookmark: _Ref80817615]Figure 3.8: Temporal evolution of rotating spirals on the Pt(4,1,10) surface at T = 170 °C measured by UHV-SEM, pCO = 3.0 · 10−4 Pa, pO2 = 1.5 · 10−3 Pa. Bright areas are probably covered by CO; dark areas might be covered by oxygen. In a) the evolution of the waves at the beginning of the experiment is shown, and in b) the formation of the spiral waves is depicted.
The same sample from Figure 3.8 was transferred to TOF-SIMS5, where it was observed under similar conditions using 2D imaging. During imaging, the primary ion current is ~5 pA. For at least the first few tens of minutes, the experiment is run in the static SIMS mode in which most of the ions impact the sample where no other ions have impacted before. The original plan for the experiment was to measure at least one image of the spatial distribution. We assumed that the surface would be modified by the primary ions so that the reaction could not be measured in real-time. It turned out that the reaction could be observed in real-time and under longer time scales (up to several hours) than in the case of UHV-SEM. Only a few experiments have been performed so far and we have not been able to form the spiral shape of the reaction waves yet. Obviously, the impact of ions modifies the platinum surface. To what extent this modification is permanent or whether reconstruction occurs during sputtering on a heated (~170 °C) surface will be the subject of further study. However, Figure 3.9 shows that it is possible not only to observe the distribution of reactants as a function of grain orientation but also in real-time, as shown in Figure 3.10. The same experiment has been performed in the NanoSAM device, which allows measuring the surface composition by Auger spectroscopy. However, it has been found that this method has a temporal resolution of several hours in 2D imaging, whereas the same quality image can be made by SIMS in 5 s. This makes it impossible to observe the reactions in real-time by the Auger method. Moreover, in the point mode SEM measurements, the electron beam effects are very significant and the beam needs to be defocused to a diameter of tens of micrometers to reduce the effect to a minimum. This experiment with the NanoSAM device is described in the bachelor thesis of Dominik Hrůza [39].
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[bookmark: _Ref80818087]Figure 3.9: Map of an examined Pt sample. a – electron micrograph with labelled grains (A-N). The grain D is an active Pt(4,1,10); b – TOF-SIMS map of CO covered grains. CO coverage is proportional to C2-+C2H-+C2H2- signal; c - TOF-SIMS map of oxygen covered grains. Oxygen coverage is proportional to the PtO2- signal. The area analysed in b) and c) is the same as in a).    
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[bookmark: _Ref80818099]Figure 3.10: Temporal evolution of patterns observed on an active Pt(4,1,10) grain at T = 170 °C, pCO = 3.0 · 10−4 Pa, pO2 = 1.5 · 10−3 Pa. Green areas are covered by CO; red areas are covered by oxygen. The electron micrograph of the sample for easier identification of grain boundaries is displayed in Figure 3.9a. A full white line highlights the moving wavefront; white arrows indicate the direction in which the wave proceeds between frames; a dashed white line delimits the area almost without chemisorbed reactants. The field of view is the same as in Figure 3.9.
In general, the SIMS method is considered to be destructive in contrast to Auger the spectroscopy, which is considered to be non-destructive. As we show here, in this case the opposite is true. In Auger analysis at high electron current, the sample can be heated by up to tens of degrees depending on the material at the point of an primary electron impact [40] and, in addition, CO molecules can be decomposed by electrons. This is because the primary electron current is in the order of tens of nA while the primary ion current is in the order of pA. Thus, due to its high sensitivity and small primary ion current, SIMS is able to monitor this reaction in real time much better than Auger spectroscopy. These live images with the chemical contrast are therefore truly unique and have not yet been published in the literature. 
It is proposed to observe this reaction also in the HV SEM (TESCAN) equipped with the orthogonal TOF.SIMS TOFWERK device described earlier. However, this version of the SIMS is two orders of magnitude less sensitive, and therefore it is likely that the reaction could not be observed in real time, but it would be possible to first develop the spiral waves with the SEM and then make one 2D SIMS measurements. In this way, it would be possible to assign the SE contrast unambiguously to the surface composition (identifying the composition of the dark and bright parts of the waves).
Commented paper 6: Surface termination study 
(Carbon 2021, 176, 642–649)
While the previous work has only been published in non-impact papers so far, the following two examples of 2D SIMS imaging have already been published in high impact journals. The first paper focuses on electron emission from H-terminated diamond enhanced by polypyrrole grafting. The measurements using the NanoSAM ultrahigh vacuum electron microscope and SIMS were carried out at CEITEC BUT Brno. The aim of the measurements was to compare the effect of surface termination performed by polypyrrole coverage and subsequent nanoshaving by SPM. Surfaces prepared in this way were heated and the secondary electron emission was measured, then the surface composition was studied by 2D TOF-SIMS under the same conditions. It was shown that by surface treatment using electrochemically grown polypyrrole the secondary-electron emission and photoelectron emission from boron-doped diamond is enhanced even above the intensity of electron emission from the hydrogen-terminated surface with negative electron affinity. This enhancement is stable in air for at least one month and it persists also in vacuum after thermal annealing. A model of the electron emission enhancement was also provided.
Commented paper 7: High-resolution imaging 
(Nano Research 2017, 10(6), 2046–2055)
Another article using 2D SIMS is entitled High-resolution characterization of hexagonal boron nitride coatings exposed to aqueous and air oxidative environments. In this work, we have studied the stability of mono and multilayer h-BN stacks exposed to H2O2 and atmospheric conditions. Our experiments revealed that monolayer h-BN is similarly inefficient as graphene as a protective coating when exposed to H2O2. Multilayer h-BN offered a good degree of protection. Monolayer h-BN was found to be ineffective in an air atmosphere as well. Even a 10–15 layers-thick h-BN stack could not completely protect the surface of the metal under consideration. By combining Auger electron spectroscopy and secondary ion mass spectrometry techniques, we observed that oxygen could diffuse through the grain boundaries of the h-BN stack to reach the metallic substrate. Fortunately, because of the diffusive nature of the process, the oxidized area did not increase with time once a saturated state was reached. This makes multilayer (not monolayer) h-BN a suitable long-term oxidation barrier.


[bookmark: _Toc147844454]3D depth profiling by TOF-SIMS

3D SIMS depth profiling (imaging) can be performed by repeated 2D imaging at different sample depths. During 2D imaging, sputtering occurs and each subsequent 2D image comes from an increasing depth. However, in the case of TOF-SIMS, the sputtering rate (maximal sputtered depth) is limited by the primary beam current. If the sputtering is performed only with primary pulsed beams (TOF-SIMS), the maximum depth of analysis is in the order of tens of nm (ROI tens of μm2), for larger ROIs in the order of hundreds of µm2 an assisting ion source must be used. This is usually an oxygen or cesium ion beam source, which can also help to increase the secondary ion yield. Therefore, 3D imaging with a TOF-SIMS5 instrument is done in the so-called dual beam mode. While the assisting ion beam is forming a crater, the primary beam is progressively analysing the crater bottom. The area analysed is generally smaller than the area sputtered by the assisting ion beam source. This approach also provides gating of the signal from crater walls. When sputtering with an assisting ion beam source, the secondary ions are not analysed, this leads to a lower overall signal and this is why the TOF-SIMS method is approximately two orders of magnitude less sensitive than methods working with a single continuous oxygen or cesium primary ion beam.
The acquisition of the 2D images from an increasing depth provides three-dimensional data. The raw data file contains each point of analysis of the digitally scanned beam with its X, Y, and Z coordinates and a mass spectrum, subsequently; the TOF.SIMS5 software enables various analytical and visual reconstructions to be made (Figure 3.11 on the left). Figure 3.11 (on the right) shows an example of the reconstruction of the oxygen distribution in a transistor. This method of 3D imaging is particularly suitable for samples whose surface is flat and the individual constituents are sputtered uniformly. In this figure, it is possible to observe a change in the depth of the gate oxide. This is misleading due to the curved surface and different sputtering rates, hence the resulting reconstruction is distorted. A compensation for the different sputtering rates and curved surface can be made by measuring the topography before each 2D maping and adjusting the resulting reconstruction accordingly [41], or by performing tomographic 3D imaging, which is described in the last chapter.
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[bookmark: _Ref80818997]Figure 3.11:  Schematic representation of individual 2D maps in space (left), where the entire mass spectrum is measured for each point. By selecting a single mass of oxygen, 3D reconstructions of its distribution in a transistor can be created for a selected volume (300x300x15 µm3, right).


Commented paper 8: 2D & 3D TOF-SIMS analysis of the spinel in an alumina matrix
(Materials Characterization 2019, 148(April 2018), 252–258)
In commented paper 8, the TOF-SIMS method is utilized for visualization of the phase and chemical compositions of advanced ceramic materials. The study of the phase and chemical composition is often limited to localized 2D methods and their sensitivity to local changes. Analysed alumina as the most used ceramic materials was doped by MgO to prevent abnormal grain growth to allow annihilation of pores pinned at grain boundaries. The phase equilibria of Al2O3-MgO has been widely studied and discussed. However, the chemical composition of spinel (MgAl2O4) in three dimensions has never been described. Spinel was formed during the sintering of Al2O3-MgO powder. 2D & 3D TOF-SIMS quantitative identification of the spinel grains in an alumina matrix was discussed. 
We successfully measured the formation of spinel in the alumina for different concentration of MgO using 3D TOF-SIMS imaging. The presented analytical method allowed the characterization of advanced ceramic materials in volume and provided the study of grain formation and contamination. The analysis by TOF-SIMS revealed a high homogeneity of MgO distribution in the green body after ball milling and no MgO rich areas were observed. After sintering at 1 700 °C for 30 min, the majority of MgO was present in the form of MgAl2O4 (spinel), which was confirmed by XRD analysis and by the Mg+/Al+ ratio in observed grains. The majority of spinel grains has a volume below 1 μm3; however, also the grains with a volume of tens of μm3 were present. Sodium impurities presented in the starting powder were concentrated nearby or in the spinel grains. See Figure 3.12.
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[bookmark: _Ref80819357]Figure 3.12: a) Spinel grain size distribution in sintered alumina measured by TOF-SIMS. 3D render was colorized according to the volume of grains. b) Analysis of the samples with distinct starting MgO concentrations. The colored circles highlight the differences between Mg and Na concentration distributions in grains. c) The 3D model of a spinel grain reconstructed with the Mg signal (transparent blue) clearly shows the position of Na contamination (brown).


[bookmark: _Toc147844455]FIB-SIMS tomography and correlative analysis

When solving complex technical problems, the application of one analytical method is often not enough. Each analytical method has its own limits, which the operator must consider when selecting a suitable method. Parameters such as resolution, sensitivity, quantitative analysis capability, destructiveness, etc., are crucial. If the selected method does not provide sufficient information about the sample to be analysed, additional information should be obtained, ideally from the same area of the sample. Subsequently, all the information should be displayed in a form that is complementary to each other. This synergy renders the conclusions of the analysis more useful. Moreover, by choosing the appropriate order of the applied methods, the analysis can be more focused on the problem to be solved. We call this approach the correlative analysis.
In this last chapter, a correlative failure analysis of semiconductor industrial samples employing X-rays and Focused Ion Beams (FIB) will be discussed. These analytical procedures were developed in collaboration with the company TESCAN and Fraunhofer Institute in Dresden. Defects in the so-called TSV structures were analysed. Here, TSV means Through Silicon Via and is used to connect the circuits on the front and back of a silicon wafer. When testing these circuits, defective TSVs were identified and the analysis aimed to find the cause of this malfunction identified. The defective TSV was observed with a camera in the infrared spectrum during testing to identify areas where higher thermal stresses occurred due to TSV defects. An identified TSV was cut out of the silicon wafer and measured using X-ray tomography at the Fraunhofer Institute. Further investigations, including 3D data reconstruction, were carried out by our student Karel Vařeka under the supervision of the author of this work within the international CoolPromo project. This issue is discussed in detail in his master thesis [42].  His thesis presentation was awarded as the second best for the year 2021 by the student section of the Academic Senate at BUT.
Karel Vařeka created 3D reconstructions of the TSV from the X-ray tomography (NanoXCT) images in Avizo software and simulated a cross-section of the specimen (Figure 3.13 a), which was then fabricated using Ga-FIB in TOF-SIMS5 at specific angle and depth suitable for SIMS measurements (Figure 3.13b). 
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[bookmark: _Ref80825712]Figure 3.13: a) Preview of the TSV Cu core cross-section reconstructed (simulated) using NanoXCT data in the Avizo software. b) Image of the same TSV sample placed on a silicon wafer after FIB sectioning acquired by secondary electrons and Ga ion beam. The TSV core (marked by red arrow) is surrounded by silicon.
The cut was made at an angle of 45° from the horizontal plane. This geometry provides a view of the cross-sections of the different layers of the protective barrier and the core of the TSV sample itself and was found to be the most suitable in terms of the secondary ions signal intensity.
Subsequently, SIMS mapping of the cross-section surfaces was performed in several sections of the sample. The acquisition time of the 2D images was in the order of several hours to detect potential low concentration contaminations in the TSV. Such a long time would be difficult to use for measuring tens of cross-sections in the FIB-SIMS tomographic mode, but thanks to the 3D information from the NanoXCT, the tomographic mode of the FIB-SIMS method is not absolutely necessary to get an insight into the spatial distribution of elements. The selected images are shown below. The results (Figure 3.14) revealed the contamination of trace elements Ca, K, C, S, Cl and Na. The intense copper signal at the edges of the core is attributed to the presence of copper oxide, which increases the positive yield of secondary ions.  
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[bookmark: _Ref82727636]Figure 3.14:  TOF-SIMS results of the TSV cross-section. (a) SE image acquired by Bi+ ions, (b) signal of Cu isotopes, (c) Ti, (d) Al, and (e) Si, (f) RGB overlay of Cu (red). Al (green) and Ti (blue); (g) represents Cl distribution resulting from depth profiling on the TSV cross-section through A 1 µm depth, (h) overlay of Ti (green), K (red), and Na (blue) signal. The scale bar in all 2D images is 10 μm.
Figure 3.15 shows a 3D section of the copper part of the TSV sample correlatively combined with a 2D copper map obtained by SIMS. This analytical approach combines the strengths of the two methods, i.e., the non-destructive extraction of the copper shape used to determine the cross-section location, the chemical analysis and sensitivity of the SIMS method. By correlative imaging with 2D FIB-SIMS5 and 3D NanoXCT methods, the location of the contaminated interface was successfully identified. The contamination elements were overlapped with a TiN diffusion barrier layer in the 2D image due to insufficient lateral resolution. The TiN layer is only a few tens of nanometers thick and it was not clear whether the contamination was located between the silicon and the TiN layer, or between the TiN layer and the Cu layer. Using the shape of the Cu layer at the bubble site and the position of the TiN layer, it was possible to conclude that contamination is present between the TiN anti-diffusion layer and the copper part of the TSV and is likely caused by contaminants in the solution used in the electrochemical deposition of copper.
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[bookmark: _Ref82727392]Figure 3.15:  Correlative image of NanoXCT data with a copper signal from the TOF-SIMS5 microscope.
Scanning Electron Microscopy (SEM) images and Electron Dispersive X-ray Spectroscopy (EDS) analysis were also taken at the site of the cut. SEM has a resolution of a few nanometres, whereas the EDS method has a resolution of ~300 nm. Mathematical processing can be used to produce an image that shows the chemical composition (EDS image) of the sample while simultaneously showing the details visible in the electron micrograph (Figure 3.16).
[image: ] 
[bookmark: _Ref80825150]Figure 3.16:  Intensity-Hue-Saturation image fusion method (IHS). Representation of high resolution SEM image of the sample cross-section merged with SIMS data. In the IHS sharpening, the intensity channel of the SIMS image is replaced by the SEM image.
If the sample is sequentially and transversely sectioned using a gallium ion beam and SIMS analysis is performed on each cross-section, a tomographic image of the sample can be created (FIB-SIMS). The design and relative positions of the ion sources in the chamber of the TOF-SIMS5 microscope are shown in Figure 3.17. A focused ion beam containing Ga+ ions produces a cross-section at the 45° angle, and the cross-sectional area is analysed using Bi+ or Bi3+ ions also at the 45° angle from the original sample plane. The axes of both ion beam sources are perpendicular to each other. Another ion beam source for a signal enhancement is the so called Dual ion beam (oxygen/cesium). 
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[bookmark: _Ref80825164]Figure 3.17:  Schematic of all ion sources including the time-of-flight analyser extraction electrode in the TOF-SIMS5 instrument during FIB-SIMS experiments.
The thickness of a single Ga+ FIB slice is ~2 μm to keep the time-consuming measurements in mind.  Each newly formed section should be sputtered with cesium or oxygen ions prior to the analysis cycle to increase the secondary ion yield. This also removes a large amount of gallium from the surface of the section and makes the chemical contrast more pronounced. Tomographic measurements using the TOF-SIMS method were also performed on TSV samples (Figure 3.18). The measurement time was 24 h. Reconstruction into a 3D model was performed in Avizo. 
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[bookmark: _Ref80825174]Figure 3.18:  3D Computer reconstruction of 50 FIB-SIMS sections of the TSV structure. 
The last Figure 3.19 shows the 3D representation of the TSV using several techniques as NanoXCT, FIB-SEM, and FIB-SIMS. This tomographic approach was also used to localize and chemically analyse the 1000 nm particles that were present in the TiN diffusion barrier region and caused the TSV malfunction; unfortunately, permission to publish these results has not been granted yet.
[image: ]
[bookmark: _Ref80825186]Figure 3.19:  3D tomographic visualization of the TSV structure using NanoXCT (left), FIB-EDX (center) and FIB-SIMS (right). The diameter of the TSV is ~50 μm.
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[bookmark: _GoBack]In this thesis, the SIMS method was briefly described and its broad application portfolio in basic research and industry was outlined. While describing the various applications, emphasis was placed on presenting the individual contributions of the author and his students in the field of the spectral ion analysis for both scientific and industrial applications. Although the selected publications are from different scientific fields, their common thread is the use of the SIMS method. These publications are commented in the text with emphasis on the individual contributions of the author, which was realized specifically with the SIMS method.
The author of this thesis has been working with the SIMS method for more than twenty years. At the end of the 1990s, when there was no commercial instrument for the SIMS method in the Czech Republic, he devoted himself to the development of his own SIMS instrument. He used quadrupole analyser and an ion source, which, after the necessary modifications and installation in a complex UHV system at the IPE FME BUT Brno, was controlled using his own software. This instrument was comparable to commercial instruments in terms of the depth resolution (commented paper No. 2), but its wider use was limited by its low mass resolution. Another experiment performed on this instrument and described in this thesis was the parallel depth profiling using TOF LEIS-SIMS (commented paper No. 1). The integration of the TOF-LEIS instrument and the SIMS instrument into a single vacuum chamber made it possible to improve the depth resolution during sputtering by utilizing scattered ions and suppressing the influence of the mixed layer.
The author's experience was used, among other things, to integrate the TOF-SIMS (TOFWERK) instrument into a TESCAN microscopes (commented paper No. 3). In the early 20s, the author was involved in the establishment of the CEITEC BUT project, in the framework of which the commercial TOF-SIMS5 device from IONTOF was purchased. From the fourth to the nine commented paper, this device was used. In these papers, the previous author`s experience in mass spectroscopy was reassessed. In addition to a broader scientific collaboration, this instrument has opened up new opportunities for collaboration with industry. These were mostly for a failure analysis of various components in the automotive, electrical, glass, and other industries. Among the customers to that the TOF-SIMS5 instrument has helped in solving technological problems are companies such as CONTINENTAL, HELLA, SWOBODA, ABB, U. S. STEEL KOŠICE, SISECAM, AVX, SCHOTT, SCHWIZER, and others. In some cases, it has been possible to dramatically reduce the waste rates of manufactured parts or restart a stopped serial production. The author has had a long-standing cooperation with ON SEMICONDUCTOR, and thanks to this instrument, it was possible to deepen it and implement two projects of TAČR, where the author was the principal investigator for BUT. Currently, within the framework of TAČR and NCK projects, he also leads collaborations with TESCAN, MEOPTA, and CRYTUR. 
In the case of TESCAN, the development of the UHV-SEM microscope took place within the Amispec project, where the author coordinated its development at BUT. Two prototypes of the microscope have been produced, one of which has been donated to BUT and is used for the real time in-situ experiments on graphene growth and catalytic conversion of CO to CO2 presented in Chapter 3.3. A scintillator X-ray camera is being developed in collaboration with CRYTUR, where the author's team performs an analysis related to scintillator quality. Thin films resistant to high laser powers are being developed in collaboration with MEOPTA. Here, the application of the SIMS method is the key method due to its high sensitivity and thus the ability to measure elemental distributions in areas in the order of hundreds of nm2 to units of cm2. There are limits to publish the results of collaboration with the industry due to the protection of know-how (IPR). However, the involvement of students in these collaborations is possible as well as beneficial in terms of their education; sometimes, even before completing their final theses, students become members of the companies' development teams. Thus, under the guidance of the author, more than 15 final diploma theses of the students have been produced on the basis of cooperation with companies. One of the students received an Industrial company award for the development of an ultra-vacuum version of the secondary electron detector.
Thanks to the author's experience and the state-of-the-art instrumentation in CEITEC BUT Brno laboratories, there is, also a useful collaboration with universities, among which the collaboration with ETH Zurich in the field of catalytic reactions has dominated during the last year. The selected articles also include authors from other collaborating institutions. Further collaborations is also currently underway with the IKTS Fraunhofer Institute in Dresden in the field of a correlative tomographic imaging and the use of SIMS, NanoXCT, and other methods. 
In addition to the issues related to the SIMS method, the author also has been involved with the observation of the behavior of nanostructures in real-time and at elevated temperatures using an electron microscope. This includes, for example, the etching of silica by gold nanoparticles, which is described in detail in the last commented paper No. 9 (RSC Adv. 2015, 5(123), 101726-101731).  The combination of SEM and SIMS methods in the real-time observation of catalytic reactions, which was discussed in Chapter 3.3, provides a unique insight into the dynamics of processes occurring on the surface of catalysts, and this is a direction that the author would like to pursue scientifically in the future. 
The author of this thesis leads a “SIMS group” at the Institute of Physical Engineering, Faculty of Mechanical Engineering at Brno University of Technology. At present, the SIMS group counts 3 postdocs, 4 Ph.D. students, 5 master, and bachelor students. In the field of ion spectroscopies, the author was a co-supervisor of one Ph.D. student, 15 master students, and 17 bachelor students, who successfully defended their theses. The experience of the author in research and industrial cooperation is utilized in courses and lectures organized for students of the Physical Engineering and Nanotechnology. The author delivered “Vacuum physics and technologies” course and partly a course „Diagnostics of nanostructures“, “Microscopies and Spectroscopies”, “Preparation of low dimensional structures“, and „Precision mechanics“. Author is also involved in the courses “Physics I”, “Physics II” for the students of Mechanical Engineering.
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band. This is consistent with the established surface transfer doping
effect arising on H-terminated diamond surface in air due to the
C—H surface dipole and adsorbed moisture layer [50,56]. The strong
upward band bending results in a barrier for electron emission
from diamond in air. This causes, among other things, the observed
slightly lower TPYS intensity compared to the TPYS intensity on H-
BDD after annealing in vacuum where the H-BDD bands get flat-
tened as the transfer doping is removed.

In vacuum, KPFM was not available to obtain the work function
though. Nevertheless, we can estimate the work function of H-BDD
surface in vacuum by using electron affinity from the TPYS data on
H-BDD in vacuum (—0.8 eV) and Fermi level in highly Boron doped
diamond (0.3 eV) to 4.4 eV as shown in Fig. 7c. The decrease of work
function due to annealing in vacuum is thus 0.4 eV compared to the
value in air (4.8 eV). Similar decrease of work function by
0.5—0.6 eV has been reported by various methods when H-termi-
nated diamond surface was moved from air to vacuum and
annealed at elevated temperature to degas the surface adsorbates
[32,57]. Considering the overall accuracy of +0.1 eV, the work
function decrease by 0.5 + 0.1 eV can be assumed as the charac-
teristic value. Thus although the KPFM data is not available in
vacuum, we can assume surface work function of the nanoshaved
PPy/H-BDD annealed in vacuum at about 4.2 eV by using 4.7 eV as
the value in air. All the values are schematically depicted in the
band diagram in Fig. 7a.

The band diagram in Fig. 7a shows that after the PPy modifi-
cation, the NEA of BDD is reduced but still remains negative.
Moreover, the surface barrier disappears and the work function
decreases. This is in particular noticeable in vacuum where the
bands are bent downwards, thereby further enhancing the electron
extraction from the diamond. It may explain why the electron
emission in vacuum is higher after PPy modification than from the
annealed H-BDD with flat bands. This configuration thus explains
the observed increase in photoelectron (TPYS) intensity and in
secondary electron (SEM) intensity. The surface oxidation (as
shown in Fig. 3) leads also the downward band bending yet does
not work in the same way. It is possibly due to introduction of
positive electron affinity and high density of surface states.

The improved electron emission may have a range of potential
applications for solvated electrons [3,4], for water purification
processes [5,6], for thermionic devices [7,8], for dye-sensitized solar
cells [9,10], for cold cathodes [1,2] or even for cancer treatment [11].

4. Conclusions

In summary, we found that the intensity of secondary electrons
from diamond rised after PPy modification of an H-BDD surface (i.e.
by grafting PPy instead of H atoms and subsequently removing the
PPy films) in comparison with pristine H-BDD. Kelvin probe force
microscopy detected a lower work function of the modified surface.
Total photoelectron yield spectroscopy detected enhanced photo-
electron emission and NEA. The enhancement of electron emission
is stable in air for at least one month and it persists in vacuum after
annealing, i.e. after the removal of water and other surface adsor-
bates. Even after the removal of water and adsorbate layers, the
secondary electron emission and photoelectron emission from PPy
modified diamond are still higher than electron emission from
pristine H-BDD and this surface still exhibits NEA. Complete and
partial oxidation of H-BDD by RF oxygen plasma shows that
oxidation alone cannot cause an increase in electron emission in-
tensity. Auger and SIMS spectroscopy mapping did not detect any
excess residual nitrogen or CN bonds compared to original H-BDD
surface. Thus, the modification procedure results in a specific type
of diamond surface, most likely related to reconstructed carbon
surface, that combines downward band bending and NEA and

Carbon 174 (2021) 1-8

thereby provides improved electron emission in comparison even
with the pristine H-terminated surface (both in air and in vacuum).
Such modification may thus be beneficial for many diverse appli-
cations of electron emission where diamond is or can be used.
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1 Introduction

Surface passivation of metals using profective costings
is a widespresd technology and represents a huge
miarket that generates billions of US dollars every year
[1]. Metals [2], paints [3], oxides [4], snd polymers [5]
are comumonly used surface coatings. However, thick
and three dimensional costings of these materisls can
significantly alter the properties of the metal being
protected. A promising approsch to overcome this
problem is to use two dimensionsl (2D) materisls
Iike graphene and hexagoral boron nitride (R-BN) as
proteciive costings. The stomicelly thin msture of
these materials preserves many of the fundamerital
properties (for example light trensmittsnce) of the
metallic substrate [6]. Moreover, 2D materials are
flexible [7], mechsnically stromg [8], snd very good
thermal conductors [8, 9]. This makes them suitable
for various spplications. The ability of graphene and
h-EN to passivate metsllic surfaces is stbributed to thelr
excellent chemical stability due to in-plane covalent
sp? bonding [10] as well as to thelr ultva-dense stonudc
struchare (Ehe lattice comstanits of graphere and R-BN
are 2.445 [11] and 2.56 A [12], regpectively). This maskes
graphene and h-BN absolutely impermenble [13] and
even helium stoms cannot diffuse through them. These
properties have been whilized fo produce high-stability
dopants for steels or polymers [14, 15] snd sesling
elements for oxygen gas sensors and detectors [14].
Graphene gained much attention as a surface pro-
tective costing over the period 2011-2013 owing to its
ability to prevent oxygen bonding in agueous media
(like H,O,) [16-18], under ultraviolet irradiation, in
misture-ridh environments [19], at kigh temperatures
[20, 21], end even upon being subjected to electro-
chercical tests [22-26]. Tnvestigations have demorstrated
that point defects in the hexagonal lattice of graphene
sllow oxygen bonding [16, 27-29], and defect-rich
graphene grain boundaries (GBs) arve highly prone
to oxygen bonding. Furthermore, the oxidation of
graphere-coated metals can propagate sway from the
CBs (initiel oxidation site), which in the long-term
ends up deteriorsting the whole graphene/metal stack
[30, 31]. This degradation process Is boosted by the
eonductive nature of graphene, whidch allows electro-
chemical resciions and galvanic corrosion [31]. Recently,
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menolayer h-BN has been proposed as 2 passivating
costing becsuse it is a 2D insulator [32-35], inaplying
fhat it can inhibit electrochemdesl corrosion by
suppressing both the in-plane snd out-of plane
conductive paths [36]. Li et al. [37] demonstrated that
mone and roultleyer b-BN flms formed by medasnical
exfoliation are extremely resistant to oxdation at
high temperatures of up to 840 °C; however, medhanical
exfolistion is mot & scelable process. On the other
hand, h-BN films grown using scalable methods sudh
a8 chendesl vapor deposition (CVD), usually contain
a large rumber of local defects, which may cause
faster degradstion. Therefore, it is imperstive to study
fhe passivating properties of h-BN coafings grown
by scalable techndgues. Liu et el [38] snalyzed the
axidation resistarice of 2 5 (~15 layersp-thick h-BN
filire: grown by CVD when exposed to high temperstures
between 500 and 1,100 “C for 30 min and observed a
good degree of protection (le. most of the surface
remained unsltered). Sirciler results were reported
by Li et al. [39], who analyzed a 7-8 run {~ 22 layers)-
thick kBN flm exposed to s tempersture of 250 °C for
100 | Nevertheless, in both cases, complete protection
was mot observed and the optizel microscope and
scarzing electron microscope (SEM) images showed
the presence of many locsl defects. The lifetime of
n-BN cogtings sppesred to be much longer when the
szmples were exposed to an air afmosphere at room
temperature. Shen et al. [36] recently reported that
1-BN protective coatings can offer excellent oxidation
registence in sn air stmosphere at room tempersture
for 160 days, while graphere failed in less than 80
days under the same conditions.

It should be noted that the chemical characterization
conducted in sll these reports was carred out by
using Remsn spectroscopy and Xeray photoelectron
spectroscopy (XI'S) technigues, which have a poor
lsters] resolution (10 pm}. Moreover, XPS s a surface-
sensitive (the information depth is only 2 few nano-
meters) tedhnigue and masks phenomens occurrng
at deeper levels [40]. Furthermore, the oxidation
registence of h-BN in agueous media and the kinetics
of oxygen acomumulation in multilayer h-BN are still
unclear. In this work, we analyzed the passivating
properties of mono and multlayer h-BN exposed
to HyOy for 1150 We also analyzed fhe passivating
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properties of multllayer h-BN oxposed to an alr
enwironment at room temperature for a lomg duration
of up to 230 days. We used Auger electron spoctroscopy
{AES) and secondary fon mass spectrometry (nano-
SINS) tochmigues having high lateral resolutions of 6
[41] amd 80 rm [42], respectively, to characterize the
mono and mulilayer h-BIY filos, Additional nanoscale
information was obtained using a conductive atonaice
foree microscope (C-ABM). The results showed that
although the 0, treatment degraded the monolayer
h-BN filmy as easily as it degrades graphene, the 57
layors-thick h-BN stacks provided much better
resistance to oxidation. On the other hand, con-
tradictory to a provious report [36], the 10-15 layers-
thitck b-BN fillmas exposed to air also suffered sapid
and localized oxidation, which could saturate.

2 Experimental
2.1 Ssmnple preparation

25 um-thick Cu foils obtained from Alfa Acsar wore
protected with b-BIN shoots of different thidknesses.
The 1+BN sheets were grown via CVD, which is a
sealable process (unlike mechanical exfoliation). The
first set of samples comsisted mainly of monolayer
h-BN films (~80%) with some bilayer and tilayer
iglandls (~20%) [34). The second set of samples consisted
of multilayer h-BN films with a typlcal thickness of
2 mmn (between 5 and 7 layers). The thickness of both
the h-BN stacks was corroborated by cross-sectional
transmdssion electron microscopy (XTER), as shown
im Fig. 1. Im both cases, a good agreement was
observed between the theoretical and measured
thickmess values. In the case of the multilayer sample,
the sequences of adjacent images show good stack
continuity with thickness fluctuations of just 1-2 layers.
The fiest two sots of samyples were grown at Graphene
Supermarket following the procedures reported in a
provious study [43]. The third sct of samples consisted
of multilayer h-BN films with a typlcal thickness of
S (between 10 and 15 layers) grown by CVID on
a Ni-doped Cu foil [44]. Basically, the Cu foll was
electrochemically polished to remove impurities and
to reduce its surface roughness and then a thin layer
of Ni was deposited on it by dlectroplating. The

Figure 1  Cross sectional TEM images of (a) monolayer and (b)
5-7 layers-thick h-BN stacks.

regulting Ni/Cu stack was then armealed at 1,050 C
for 2 I to promote the diffusion of Ni into the Cu foil
and to form a homogeneous Co/Ni alloy. The R-BN
growth was carded ont at LOSDC for 120min at
a pressure of 50 Pa using borazine as the precursor,
which was heated with a lamp at ~90 C outside the
furnace. To compare the coating effidency of mono
and multilayer h-BN films in aquecus media sanaples
1 oand 2 were submerged in HO» (with a pusity of
30%) for 11k To study the sample degradation in
alr, sample 3 was left under atmoespheric conditions
(humidity ~80%) for a long period of 230 days.

2.2 Characterization

After the material growth and aceclerated oxidative
treatment, the changes on the surface of the h-BIN/Cn
stacks at the micro and nano scale were analyzod
using difforent techmigues. The morphology of the
samiples was studied using a Carl Zefgs Supra 55
SEM. and Brulker Multinaode VI AFM operating in
air. The C-AFM analysis was carded out in the tapping
mode using the PeakBoree TUNA mode of Multimode
VIII AFM. This allowed simultaneous measurement
of soveral essential properties of the sample suface,
imeluding the topography, adhesion, deformation, and
tunneling curremt [45]. For these experiments, we
used Pteoated silicon tips from Olymapus (model
AC240TM, item number 4B4035). The contact force
between the tip and the sample was lindted to 2 miN
curing the scans, and the scan line froquency was
2 Hz. The current maps were obtalned by applying a
negative potenitial to the sample holder (Cu fol) while
keeping the tip grounded. The features observed in
the C-AFM images were statistically analyzed using the
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NanoScope Analysis software from Bruler (version 1.4
build R2.82860). The local chemical composition of the
samples was measured by AES (NanoSAM, Omicron)
and nano-SIMS (SIMS 5, Ion-TOF). In the case of AES,
the samples were armealed under ultra high vacuum
{UHV) conditions (5 » 107 mbar) at 300°C for 1h to
desorb the impurities in order to Increase the signal-
to-moise ratio. No noticeable morshological change was
observed after this procedure. The AES analysis was
verformed using a 5 keV electron beam with a beam
current of I nd. No sample presaration srocedure was
necessary for the nano-SIMS analysis. The samples were
sputtered by a 250 eV Cs"jon beam {current= 8 nA} and
analyzed by a 30 keV Bi' ion beam (current = 0.04 pA).
The analyzed area (5 pm x 5 pm) was significamtly
smaller than the sputtered area (150 um » 150 pm).
This was done to avold any beam-related effects.

3 Results and discussion

Figures 2(a) and 2{c) show the SEM images of the Cu
foils coated with monolayer and 2 nm-thick h-BN
films, respectively. The large Cu GBs (dark lines)
observed in the images are a consequence of using
high temperatures during the h-BN growth process
by CVD [16]. As it can be observed, both the as-grown
samoles had a fat and impurity-free surface. The
degree of orotection offered by the h-BN coatings of
diffferent thicknesses under a highly oxddative aqueous
medium was analyzed by immersing the samsles in
HZO; for 11 he As Fig. 2(b) shows, after the treatment,
the surface of the Cu foll protected with a monolayer
h-BIN film showed several whitish spots, indieating that
the surface was severely oxidized. Because the veroxide
bond is unstable, H,O, molecules are prone to gain
electrons and convert to S0 (which represents the
most stable stable), leading to an accelerated oxidation
{compared to air) boosted by the two half reactions
given by Eqs. (1) and (2) [46, 47]

Cu(s) = Cu*(aq) + 2e 1)
H,0,(aq) + 2H*(aq) + 2e™ = 2 H,O(1) 2)
Therefore, the observation of severe oxidation in

Hig. 2(b) indicates effective electron transfer from the Cu
substrate to the H,O, medium. This indeed indicates
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10 pm

Figure 2 SEM images of (a) fresh monolayer h-BN on Cu,
(b) monolayer h-BN on Cu immersed in H,O, for 11 h, (c) fresh
5-7 layers-thick h-BN on Cu, and (d) 5-7 layers-thick h-BN on
Cu immersed in H,O, for 11 h.

that although h-BN is an insulator, a monoclayer film
of h-BN is mot encugh to aveid electron diffusion
through it. Therefore, when immersed in Hy0, like
monolayer graghene, the monolayer h-BN film was
severely degraded n less tham 11h (Fig. 51 in the
Electronic Supplementary Material (ESM)). On the
contrary, the Cu fofl protected with a multilayer h-BN
filza showed almost no degradation after the =0,
treatment (see Fig, 2(d)), indicating a very good degree
of orotection. This can be attributed to the larger
out-of-plane resistance (e.g. more effective diffusion
barrier for electrons} offered by the thick multllayer
h-BN stack [33], which blocked the transverse electron
transport and Imited the flow of elecivons from the
Cu substrate to the liquid medium. Although the
peroxide bond is unstable, H,O, bond scission requires
electrons from the substrate (see Eq. (1)) (46, 47]. These
electrons can be blodked by a thick multilayer h-BIN
stack. This hyoothesls is supoorted by the fact that
multlayer gravhene is alse corroded quite easily
by H0; [48]. Therefore, while monolayer h-BN is as
ineffective as graphene as a passivating coating in
agqueosus media, multlayer h-BN offers a much higher
degree of protection.

In the next stey, the Ni-doped Cu folls protected
with Smm (between 10 and 15 layers)-thick h-BN
films were exposed to alr for a period of 230 days.
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When the samples were analyzed under an optical
microscope (Fig. 3(a)), several dark flaments homo-
gemeously distibuted on the surface of the h-BN
films were observed just after 31 days. These features
were analyzed In detall by SEM (see Figs. 3(o) and
3(ch). Imterestingly, the flaments showed a rough
morphology followes lomg shapes, and appeared
around the areas with dlameters of around 2 pm.
These observations suggest the formation of osxdides at
the GBs of the h-BN films. The formation of oxides at
ihese locations has been demonsirated previously in
graphene films [16]. It s well-known that CBs are
defective ocationg in both graphene [48] and h-BN
[50]. These CBs contain abundant missing bonds and
oxygen and other species from the environment are
easily adsorbed onto them. As mentioned above, the
miain difference between graphene and h-BN Iz that
ihe oxidative reaction in B-BN ie lmited because of
suppressed electron transport. Further analysis of the
flaments indicates a local degradation of the kBN
Hlms when sxposed to atr for 31 days. This observation
comtradicts e resulie obtained by Shen et al. [36].
They caimed that a monolayer h-BN film Is enough
to provide full protection to metallic substrates exposed
o air for more than 160 days. One possible reason for
this ciscrepancy is the fact that the formation of
oxides in hr-BN-protected Cu is a local phenomenon
{as shown n Fig. 3), and Shen et al [36] did not
report any zoomed-in SEM images. We discard the
vossibility that the structure of our I-BN samples
was defective because very good layered-structure
was observed from the XTEM fmages (see Fg 52 n
the BEN. Tt fs allso likely that the relative humicity of
our laboratory was higher than that in Ref, [36]. In

Nano Res. 2017, 10(6)

any case, the higher resolution of the Images shown
in this report reveals that the local degradation of
n-BN is possible when it is exposed to afr for a period
of around 1 month.

Interestingly, when the Cu folls protected with
multlayer h-BN were exposed to aie for a long period
of up o 230 days (see Pige. 3(b) and 3(c)), the flamenis
oid not grow laterally in stze. This observation is in
line with the resulte reported earlier [36, 38, 351, This
is attributed to the msulating nabare of the h-BN
stack, which limited the furiher growth of the oxide
layer This property makes he-BN a potential long-term
anfi-oxidation coating. Mearwhile, Fgs. 3(b) and 3(c)
suggest that a defect-free (single crystal) mulilayer
h-BN film can be an excellent protective coating, since
in ihis case, the flaments were formed only at the
GBs. For comparison, the cegrees of protection offered
by h-BN exposed to different oxidative ireatments
reported £ date ave glven in Table 1.

Additional information about the oxide filaments
can be obtained from the C-ATM Images. Flgure 4(a)
shows the topographic map of one of the flaments
formed on ithe surface of a mulidlayer b-BN stack
exposed to an afr emviromment for 95 days. As the
topographic data shows, the helght of the flament
was much greater than that of any other surrounding
feature. The peak and TUNA current maps obtained
parallely (nnder & blas of -1 V) are shown n Figs. 400}
and 4(c), respectively. The current in the flament
region showed a dramatic decrease. While heBIN is an
electric insulator, the results from both TUNA and
peak current maps suggest that the resistance through
the protrusions was much higher This Is probably
because of the oxidation of the substrate. The cross-

110days

Figure 3 Optical microscope image of (a) multilayer h-BN film on a Ni-doped Cu foil after 31 days of exposure to air at room
temperature. Some dark filaments can be clearly observed. SEM images of the filaments formed in the multilayer h-BN film after
(b) 230 days and (c) 110 days of exposure to air at room temperature. The multilayer h-BN film used in all panels was 1015 layer-thick.
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Table 1 Comparison of the passivating efficiency of h-BN observed in this study with that reported in the literature
Growth method Thickness Oxidative treatment Protection degree Refs.
Exfoliation Monolayer h-BN Starts to show oxidative etch pits at 850 °C
on Si0,/Si and burns out completely at 860 °C
Heating in air up to ) . o,
Exfoliation 2 layers h-BN on SiOy/Si 860 °C for 2 h Starts to be etched at 860 °C and 371
burns out at 870 °C
Exfoliation 3 layers h-BN on SiO,/Si Only partially burns at 870 °C
. Heating in oxygen at 500 °C Offers good degree of protection but an
CvD 5 nm thick h-BN on Cu for 30 min (300 Torr) oxidize locally at point defects
cvD 5 nm thick h-BN on Ni . Remained smooth and clean. Very 38]
Heating in oxygen at 1,100 °C ew local oxides are observes
5 nm thick h-BN for 30 min (300 Torr) Offers good degree of protection but an
CVD . S N
on stainless steel oxidize locally at point defects
cvD 7-8 nm thick h-BN on Cu Heating in air up to
Local formation of Cu oxides. The amount
. Heating in air up to of oxides increases with the heating time.
CvD 7-8 nm thick h-BN on Cu 250 °C for 20 h h-BN just shows a slowing down of the [39]
Heating in air up to oxidative reaction, not effective protection
CVD 7-8 nm thick h-BN on Cu 250 °C for 100 h
CVD Monolayer h-BN on Cu Up to 160 days in air Perfect protection® [36]
Starts to oxidize locally after 3—4 weeks, and This
CVD Multilayer h-BN on CuNi Up to 150 days in air the reaction saturates fast. The oxides form work
long filaments along GBs
VD Monolayer h-BN on Cu H,0, for 11 h It becomes completely degraded This
(same as graphene) work
VD Multilayer h-BN on Cu H,0, for 11 h It can withstand the treatment without This
showing local oxidation work

* Our results contradict those reported in Ref. [36]. We believe that this discrepancy occurred because the authors in Ref. [36] did not

take into account the local oxidation of h-BN protective coatings in air.

sections of the topographic/ourrent maps (Fig. 4d))
show typical heights and widths of ~50 and ~100 rm,
regpectively. The turmeling current on the filaments
was found to be ~0 pA. On the other hand, outside
the filament, the turmeling current through the h-BN
film was always greater than 10 pA (in absolute value;
the negative sign is related to the direction of the
currerit, which in this case indicates electron injection
from the substrate, since the tip was grounded
and the voltage applied to the sample holder was
-1 V). Bigures 4(e} and 4(f) show the adhesion arnd
deformation maps, respectively, obtained for the
filament location. It can be observed that the mechanical
characteristics of the sample were also modified as a
consequence of the oxidation. This might also affect
other properties such as frictional coefficlent of the
sample. The chemical composition of the filaments
was determined by AES by collecting surveys at

different locations (spots) of the sample. Figure B{a)
shows the superimposed ntensity vs. kinetic energy
plots obtained for a flat area of the sample and a
filament. These plots confirm the presence of h-BN at
both the locations, since both B and N peals were
observed in the plots. The plots also suggest that the
BN film was continous and that a {flament might
have grown beneath it. [t was revesled that the oxygen
comtertt was nearly the same at both the locations.
This s in contrast with what has been previowsly
observed for grapherne [16, 17] and monolayer h-BN
[36, 37]. This indicates that the cxygen content is not
related to the protrusion. Note that AES can detect
the chemical composition of samples at depths of
only a few nanometers [51]. Therefore, the oxygen
pealks observed in Fig, 4(a) should be related to the
presence of moisture on the surface of the 2D material
[52]. The chemical composition of deeper subsurface
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Figure 4 (a) Topographic map obtained with a C-AFM working in the PeakForce TUNA mode showing two filaments on the surface of
a 10-15 layers-thick h-BN film (exposed to an air environment at room temperature for 95 days). (b) Peak current and (c) TUNA current
maps obtained parallely with (a). (d) Superimposed cross-section of the topographic and current maps shown in (a) and (b) showing the
effect of the local oxide. Topographic and current profile of the two filaments. (¢) Adhesion and (f) sample deformation maps obtained

parallely with (a), (b), and (c). During this experiment, the tip was grounded and a bias of —1 V was applied to the sample holder.
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Figure 5 (a) AES analysis showing the normalized intensity vs. kinetic energy plots for the Ni-doped Cu foil after 110 days of exposure
to air at room temperature. (b) Oxygen map obtained by the Nano-SIMS analysis showing larger amount of oxygen in the filament region.

layers was determined by neno-SIMS. Since nano-SIMI3
is a destructive techmigue in which the selected
areas of a samaple are physically spultered, the che-
mical composition at deeper levels can be assessed.
Figure 5b) shows the oxygen map of a flament
location. Nano-SIMS has a high lateral resclution. It
was revealed that the amourd of oxygen in the flament
region was nauch larger than that in the outer regions,
indicating that the Cu foil under the GBs of h-BN was
oxidized. The AES results showed that the oxygen
cortent was almost the same st the surface and in
the filamaent region (Fig. 5(a}}. On the other hand, the

nano-3[MS3 results showed that the oxygen confert
in the filamert region was higher then that in the
deeper layers (Fig. 5(b)}. This indicates that oxygen
diffused through the k-BM GBs towards the Cu film.
A previous report [33] claimed that oxygen undergoes
homogeneous intercalation below CVD-grown h-BM.
Our observations were consistent with those of Ref.
{531, Like many other works [33, 36, 37), Ref. [83] did
not use loral characterization technigues and dafraed
the intercalation of oxygen on the basis of XPS
analysis. The latersl resolution of XFS is typically
10 puny, which is too large to discerm where the oxygen
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intercalation takes place. We used AES and nano-SIMS
technigues whose lateral resolutions are 6 and 80 nan,
regpectively, We found that the intercalabion of oxygen
was lovalized and occurred only at highly defective
spots of the sample {Le. the GBs in the h-BN stack).
From Fig 3(b), it can be observed that the contrast
of the reglon around the filaments was significantly
different from that around the filaments and/or
plateans. This behavior was cbserved only in ~40% of
the filaments analyzed (for air exposure of 230 days)
and was unexpected. This Is in contrast with the
mirdmal lateral propagation of the oxygen signal
observed in Figs. 5(a) and 5(b). One possible explana-
fion is that the topography change at the protrusions
detached h-BN from the platesu area near it, thus
malking it suspended. This explanation fits well with
both the cbservations. It is worth noting that oxygen
penetration in the fillament reglon could not be
analyzed by AES probably because of the thickness
of the h-BN stack, which was higher than the electron
escape depth used in the experimental configuration.
These results indicate that AES and other tedhnicues
that analyze the surface of a sample (like XPS) may
not reveal the information about the formation of local
oxides beneath & protective coating. For this reason,
the previous results obtained with low lateral resolution
technigues should be validated.

4 Conclusions

In conclusion, the ability of CVD-grown h-BN fo
passivate metallic surfaces in oxidative agueous media
and wnder atmospheric condifions was analyzed at the
nanocscale using high lateral resclubon techniques
such as C-AFM, AES, and nano-SIMS. Our results
revealed that when exposed to 0, a monolayer
FeBN fillm is as inefficlent as graphene as a protective
coating. This is probably because of transverse electron
transfer from the metal to the electrolyte (through the
monolayer coating), which boosts the electrochemical
oxidation reaction. A 57 layersthick h-BN film showed
good protection, probably because of the kigher
resistance to transverse electron transfer from the
metal to the electrolyte. In an air atmosphere, even a
10-15 layers-thick h-BN stack was not sufficdent to
protect the surface of the Cu foil. Because of the
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diffusive nature of the process, the oxidized area did
not increase with time once a saturated state was
reached. This work provides new Insights into the
passivating properties of h-BIN in aqueous media and
elucidates the degradation kinetics of h-BN-coated
metals exposed to air with the help of high lateral
and vertical resolution techniques.
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ARTICLE INFO ABSTRACT

Keywords: Phase and chemical compositions are crucial for properties of advanced ceramic materials. A study of the phase
Ceramic and chemical composition is nowadays limited to localized 2-dimensional methods and their sensitivity to local
Microstructure changes. Alumina as the most used ceramic material is often doped by MgO to prevent abnormal grain growth.
TOF-SIMS The phase equilibrium of Al,0; and MgO has been widely studied and discussed. However, the chemical
gr::::‘;f;n composition of spinel (MgAl,0,) in three dimensions has never been described. Here we present a TOF-SIMS
Spinel analysis of spinel in an alumina matrix, where chemical composition in 3D is demonstrated. The presented
3D analytical method allows characterization of advanced ceramic materials in volume and study of grain formation

and contamination in nanoscale.

1. Introduction

In the system Al,O3 doped by MgO, the spinel MgAl,O,4 phase could
be present and it has a significant impact on mechanical properties.
Despite the low overall concentration of the dopant, local aggregation
could reach a concentration necessary for the spinel formation.
Therefore, two competing processes “consuming” MgO are present: the
distribution of MgO at the alumina grain boundary and the formation of
a new phase — spinel. Globally up to a concentration of 0.1 wt%, MgO
and Al,0s3 form a solid solution [1-3], however, local conditions (in the
space of several cubic micrometers) can be significantly different.

Pure alumina sintered at a high temperature very often exhibits so-
called abnormal grain growth which is characterized by the enormous
growth of several grains. This phenomenon can have an unwanted ef-
fect on properties associated with the microstructure (hardness, optical
properties, fracture toughness etc.). One way how to homogenize and
decrease grain size during sintering is doping of Al,O3 by relatively low
amounts of MgO. The amount of MgO is given by concentration of
impurities with the ability to create glass on grain boundaries (CaO,
Si0,) [4,5]. The role of MgO in such systems is to act as a grain-growth
inhibitor and microstructural stabilizer. It is proposed, that MgO re-
duces the mobility difference between grain boundaries with and

without the thin glass phase, more precisely Mg reduces the mobility of
grain faces with different crystallographic orientation and such effect in
alumina is possible also without grain boundary glass. This is accom-
plished primarily by reducing the mobility of the grain boundaries
without the glass phase via a solid-solution pinning mechanism [6].

The open question is if the spinel formed inside the alumina matrix
has the stoichiometric concentration. Furthermore, if all parts of the
newly formed spinel grains have the same composition.

These questions can be answered by 3D imaging of chemical com-
position. There are several techniques capable to measure chemical
composition in 3D at the nanoscale [7,8]. Conventional scanning
electron microscopy and energy dispersive X-rays (SEM-EDX) analysis
with help of focused ion beam (FIB) used for cross-section production
are often applied. 3D image is reconstructed from SEM-EDX images
taken on composite cross-sections. The cross-sections are often taken
almost perpendicularly to the sample surface depending on the angle of
FIB and analyzer. The cross-sectional approach can be also applied for
other methods like Auger electron spectroscopy (AES) [9] and Sec-
ondary ion mass spectrometry (SIMS). In case of the similar sputtering
rate of analyzed materials and no voids in bulk, the horizontal cross-
sections can be prepared for a lateral analysis by ion milling and a
broader beam with low energy can be used. Generally, 3D imaging is
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time consuming due to gaining a large amount of data and processing
after measurement. In this paper, the fastest and most sensitive 3D
method from those mentioned above - time-of-flight (TOF) SIMS with
horizontal cross-sectioning was used. In addition, SEM-EDX without FIB
milling for 2D images carried out as well.

As a result, 3D chemical analysis at nanoscale was made to describe
spinel crystals formed inside the alumina matrix. The prepared Al,O3
doped with MgO was in the final sintering stage and formed locally the
spinel phase. X-ray diffraction analysis (XRD) was performed for de-
tection of the spinel phase in the alumina matrix. The main part of this
work demonstrates the capability of TOF-SIMS technique to study local
chemical composition in 3D. Qualitative and quantitative capabilities of
the TOF-SIMS analysis for spinel phase characterization were further-
more tested.

2. Experimental Procedure
2.1. Materials

Commercial alumina powder AES-11C (Sumitomo, Japan) was
mixed by various amounts of MgCOj3 (Lachner, Czech Republic) leading
to mixtures containing approximately 0.05, 0.1, 0.2, 0.5, 1 and 2 wt%
of MgO in the prepared green bodies, for more exact values see Table 1.
Beside MgO, the alumina starting powder contains also impurities such
as SiO, (0.06%) and Na,O (0.04%). The mixture of alumina and car-
bonate was milled in deionized water with zirconia balls for 19h.
Subsequently, the solutions were casted into plastic forms creating cy-
lindrical bodies (diameter r = 50 mm, height h = 5 mm). Subsequently,
the discs were calcined at 973K for 1 h (heating rate 1 Kmin ™~ 1); those
bodies were cut into smaller pieces before the sintering process. The
green bodies were sintered at 1973 K for 30 min; the applied heating
rate was 5 Kmin ~!. After the sintering, the samples were polished to a
roughness of 1 pm and thermally etched at 1675 K for 10 min (heating
rate 10Kmin ™"

2.2. Methods

The density of sintered samples was measured by the Archimedes
method. The theoretical density was calculated by rule of mixture -
3.99 gem~? for alumina and 3.58 g cm ™2 for magnesia.

The SEM analysis (FIB/SEM TESCAN LYRA3) of the microstructure
was done by the linear intercept method according to EN 623-3 by
optical analysis and the average grain size was measured.

X-ray diffraction (XRD) was measured by Smartlab (Rigaku) at
1.2 kW. The diffractometer was set up in the Bragg-Brentano geometry
using Cu Ka radiation (1 = 1.54 A) equipped by a linear detector Dtex
Ultra. The Cu lamp operated at current 30 mA and voltage 40 kV. The
diffraction was performed in 2Theta range from 15° to 90° with the step
size of 0.02°.

Chemical analysis by EDX was done (mapping and point analysis),
the typical mapping time was 20 min. Hardness measurements of po-
lished samples were carried out by a Vickers hardness tester at a load of

Table 1
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5kg, HV5 [THV-30MD].

Mapping of chemical elements on the surface and inside volume of
the materials was performed by TOF-SIMS5 (IONTOF). During the TOF-
SIMS analysis, a solid sample surface is bombarded by a pulsed primary
ion beam (Bi™). Atomic and molecular ions are sputtered from the outer
layers of the surface and extracted. Their mass is measured by a time of
flight analyzer. For 3D imaging, a Bi* fine-focused primary ion beam
operating at 30keV impact energy and a current of 0.1-0.3 pA was
used. The Bi* beam scans the surface resulting in mass resolved sec-
ondary ion images. In this mode, the maximal lateral resolution of the
instrument is ~80nm. In our particular case, the resolution slightly
decreased to ~200 nm due to an optimization of the signal intensity. To
obtain volume information of the sample an oxygen ion beam for
sputtering was run sequentially. The oxygen source was used for the
creation of a crater with the depth and the area up to ~20pum and
200 x 200 um?, respectively (horizontal cross-sectioning). After each
sputtering sequence, the Bi* beam progressively probes the crater
bottom and the 2D images of the surface composition are acquired for
every mass up to 56 AMU. Finally, all 2D images taken at particular
depths are used for the reconstruction of the 3D maps for selected
elements. The O, ion beam was operated at the 2keV impact energy
and a current of 600 nA. Positive ions were analyzed. The low energy
(20 eV) electrons were used to reduce the charging.

The spinel phase was identified using the Mg* /Al* ratio. The Mg™
signal was exported from the IonTOF software as a TIFF image sequence
and loaded to the AVIZO software. After individual axis scaling, x-shift
correction was done. The data were then smoothed by the 3D median
and thresholded by the value representing the center of the blurred
border of grains. Using thresholded data, object separation was per-
formed and the sizes of objects were statistically analyzed.

3. Results
3.1. Sample Characteristics

Important basic characteristics of ceramic materials are relative
density and grain size, see Table 1. These two parameters generally
have a crucial influence on their mechanical properties. The Vickers
hardness was measured to indicate the effect of MgO doping on the
improvement of mechanical properties of the alumina ceramics. The
increased concentration of MgO led to a decrease in the relative density
after sintering at the same temperature. This does not result in an ob-
vious decrease in the Vickers hardness, as can be seen in Table 1, which
can be perceived as the amount of dopant does not have a significant
influence on measured mechanical properties.

As mentioned above, to examine the presence of the spinel phase
two conventional methods such as X-ray diffraction and SEM-EDX were
applied. The results of X-Ray diffraction are shown in Fig. 1. Two types
of characteristic peaks are present. The most significant peaks belong to
the Al,03 phase (corundum matrix) and the spinel characteristic peaks
are securely visible only for the samples with the concentration of MgO
over 0.5 wt%. The MgO phase itself was not significantly present in the

Description of the samples labelling, relative density, Vickers hardness, and average grain size. Note that average grain size was calculated from SEM images

according to EN 623-3 standard.

Sample MgO concentration Relative density + deviation Hardness (HV5) Average grain size" + deviation
[%] [GPa] [um]
0.05Mg0 0.05 wt% 98.5 + 0.2 16.1 = 1.0 6.7 = 1.0
0.1MgO 0.11 wt% 98.4 + 0.2 16.7 = 0.3 52 + 0.3
0.2MgO 0.19 wt% 98.5 + 0.2 16.8 = 0.5 5.0 + 0.4
0.5MgO 0.45wt% 98.2 = 0.3 16.8 = 0.5 41 =08
1.0MgO 0.94 wt% 97.1 = 0.2 16.3 = 0.4 25 + 02
2.0MgO 1.98 wt% 95.5 + 0.1 16.0 = 0.5 26 = 0.2

2 Data obtained from SEM images were multiplied by 1.56 according to [10].
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Fig. 1. XRD patterns demonstrating the presence of the spinel phase in the
alumina (corundum) matrix. The spinel phase occurrence was not significant
for low concentrations of magnesia.

material after the final sintering process.

The SEM-EDX analysis was performed after thermal etching and the
spinel grains were identified by the presence of Mg, see Fig. 2. After
thermal etching, large grains can be further recognized through the
morphology different from the alumina matrix (see SE image).

The TOF-SIMS technique provided the mapping of elemental dis-
tribution in the area of the polished sample surfaces. The imaging mode
measurement was carried on the 150 X 150 um? area of each sample
under the same conditions. The acquired images for Al*, Mg*, and
Na™ without sequential oxygen sputtering are shown in Fig. 3. Each
row represents the map of corresponding elemental distribution and
column shows its changes with the increasing initial concentration of
MgO in the starting composition before sintering. The size of the alu-
mina grains decreases with the higher concentration of MgO. Spinel
grains represented as a magnesium signal are located on alumina grains
boundaries and numbers of them dramatically increase for MgO rich
samples. The most intensive sodium signal mostly comes from pores in
the material.

For a better understanding of the sample conditions before sin-
tering, the TOF-SIMS analysis of the calcined disks was performed.
Representative samples with the lowest and highest concentrations of
MgO were selected for analysis, where attention was paid to the
homogeneity of Mg distribution. Results for sodium and magnesium are
shown in Fig. 4. Regarding the observed distribution, the mixing pro-
cess of MgCO3 addition into the 2.0MgO sample fulfilled the require-
ments on homogeneity. Hence, after calcination, there are no agglom-
erates of Mg present in the analyzed area of 150 x 150 um?2
Comparison between samples shows the high increase of the

Map data 774
SE_HV: 10kV_WD: 9.0mm

Map data 774
SE_HV: 10kV_WD: 9.0mm
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magnesium signal but also a slight increase of the sodium signal.

The imaging mode at high magnification was further applied for a
detailed study of spinel grains represented by the Mg* signal. Fig. 5
shows 30 x 30 um? areas containing at least one spinel grain acquired
using the focused Bi* beam. The signals coming from magnesium and
sodium are arranged with respect to the MgO starting concentration
increase. In addition to the grain size variation, an increase in the
amount of small grains can be observed. The sodium and magnesium
distributions are depicted in more details. Majority of the grains present
in the low Mg concentration samples are visible in both signals. This
fact indicates some form of grain contamination. The yellow circles in
Fig. 5 mark areas where pure and contaminated spinel grains are in
contact. Other common case is the occurrence of a contaminated or
pure spinel grain next to a segregated sodium oxide agglomerates. This
is shown in Fig. 5 on the 0.2MgO sample, where the turquoise circles
mark areas of the high sodium signal, which are not visible in the
magnesium signal above. Pure spinel grains were observed mainly on
the samples with the MgO concentration above 0.45 wt%. The biggest
ones in Fig. 5 are marked with a pink arrow.

Intensity information obtained at every analyzed point (pixel) also
provides an opportunity to prove the existence of the spinel phase. The
Mg™* /Al* TOF-SIMS signal ratio taken from the whole analyzed volume
linearly depends on the initial weight ratio of MgO in calcined samples.
The linearity was verified by performing 3D analysis in the volume of
three samples. The initial MgO concentration in starting composition
can be converted to the Mg average concentration in the analyzed
samples. In the case of 2.0MgO sample, the precise concentration of the
MgO is 1.98 wt%. A calculated average weight concentration of Mg is
then 1.19 wt%. This value relates to the TOF-SIMS Mg* /Al* signal
ratio obtained from the whole analyzed volume. Conversion constant k
equal to 35 was derived by dividing 1.19 and measured Mg * /Al* ratio.
This constant is known as Relative Sensitivity Factor (RSF, see
Discussion for more details). Simply proportional calculation of the Mg
average weight concentration and its comparison with the known initial
average concentration in case of the other two samples resulted in max
5% error. With such a good agreement the TOF-SIMS can be regarded as
quantitative for this case. It has to be stressed that the used con-
centration for the calibration (0.5-2.0 wt% MgO) has to be considered
as an average concentration in the bulk. The real local concentration
varies from 0.03% to ~17% for the Al,O3 phase and spinel phase, re-
spectively. In view of the facts that the Mg concentration is not
homogeneous and the observed linear correlation of the average con-
certation and Mg/Al signal, we can extend the calibration curve up to
maximal observed concentration (~17%). Based on that, the calcula-
tion for clean spinel phase can be performed. The theoretical Mg weight
concentration in the clean spinel phase can be derived from stoichio-
metry as 16.9 wt%. By applying the RSF constant expected TOF-SIMS
Mg™*/Al* signal ratio is 16.9/RSF, resulting in 0.48 for the signal

4um  Mapdata774

SE HV: 10KV WD: 9.0mm

Fig. 2. SEM - EDX analysis of the sample 1.0MgO (0.95 wt% MgO), demonstrating the presence of single grains in the alumina matrix.
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Fig. 3. 2D TOF-SIMS analysis of sintered samples demonstrates the presence of alumina and spinel grains. The contrast in the Al* image is due to different
orientations of visualized Al,O5 grains. Identification of the spinel grains using the Mg ™ signal is discussed further below.
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Fig. 4. Distribution of Na and Mg before the sintering of 0.05MgO and 2.0MgO
samples.

coming from the clean spinel. The area scan of one big grain observed
on the 2.0MgO sample is shown in Fig. 6. The data were obtained from
the line-scan editor implemented in the TOF-SIMS5 evaluation soft-
ware. The center of the measured grain in the graph in Fig. 6 is located
at 15pm. Detected Mg*/Al" ratio ~0.5 (line-scan in Fig. 5) agrees
with the calculated value 0.48. Such a good agreement confirms the

]

stoichiometric composition of the spinel. Therefore, the 0.48 ratio can
be used for the identification of the pure spinel grains.

A 3D measurement was carried out on the 1.0MgO sample in a
volume of 40 X 40 x 16 um®. About 350 2D images collected within
the 250 x 250 pm? oxygen ion gun sputtered crater were processed in
AVIZO software into the 3D reconstruction of the Mg signal shown in
Fig. 7. The grain volume distribution allowed the individual grains
coloring according to their sizes.

The 3D reconstruction of the Na distribution in a large spinel grain
is clearly shown in Fig. 8. The distribution of Na is even more clearly
visible in the attached movie #2 where the grain is rotating.

4. Discussion

An analysis of the ceramic green body was performed to demon-
strate the quality of the initial mixing process. Attention was paid pri-
marily to the presence of any agglomerates of MgO powder, which can
further have an impact on spinel formation. As shown in Fig. 4 no ag-
glomerates are present. The addition of MgCO; has led to a high in-
crease in the magnesium signal. The sodium signal in the 2.0MgO
sample was also slightly increased, probably due to small processing
differences. The mass spectrum of the analyzed area has also revealed
that part of the magnesium signal comes from Mg(OH)," secondary
ions. During the calcination process MgCO3 was decomposed by heating
[11] to MgO and subsequently, magnesia reacted with water presented
in the air and formed Mg(OH),. This sensitive analysis demonstrates the
possibility to control ceramic processing by TOF-SIMS including green
body preparation when the material is highly porous and has very low
electrical conductivity (which limits the SEM-EDX analysis). Therefore,
not only the elemental composition of different material phases in
samples can be obtained, but also chemical reactions occurring during
the sintering process can be studied by the 3D distribution of the re-
action products measured by TOF-SIMS.

On the samples modified by the sintering process The TOF-SIMS
analyses were carried out on the samples modified by the sintering
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Fig. 5. TOF-SIMS analysis of the samples with distinct starting MgO concentrations (0.05-2.0Mg0).The colored circles highlight the differences between Mg and Na
concentration in grains. The green rectangle shows the area used for the reconstruction of the Mg profile in Fig. 6. (For interpretation of the references to color in this

figure legend, the reader is referred to the web version of this article.)
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Fig. 6. TOF-SIMS lateral profile of Mg and Al through a spinel grain for the
2.0MgO sample. The ratio of the Mg * /Al" inside of the pure spinel grain is 0.5.

process to gain 2D and 3D information about the chemical composition
distribution. Before the analysis itself, the short sputtering procedure
(5 second exposure) ensured the cleanness of the area of interest. This
led to a decrease of the surface contamination (mostly Na) probably
caused by surface segregation. Minor differences in the sputtering yield,
caused by random alumina grains orientation, result in Al signal con-
trast between grains visible in Fig. 3. However, the ability to identify
alumina grains decreases with the sputter depth because of sputter-in-
duced mixing and forming of an amorphous altered layer [12]. Only a
few scans were then performed. Additionally, a decrease of alumina
grain size with MgO concentration increase leads to the growth of a
large number of spinel grains. Purity and stoichiometry of these grains
were investigated. A brief overview of the sodium and aluminum signal
in Fig. 3 gives the impression that the sodium signal comes from the
pores. Surprisingly, high contamination of the spinel grains caused by
sodium was discovered (see Fig. 5). Note that during the 2D TOF-SIMS
measurements, the surface was always cleaned by oxygen ion sput-
tering before the analysis. Generally, two types of spinel objects are
present in the samples, the clean ones and those affected by sodium
contamination. The sodium contamination of the spinel grains is mainly
observed in the samples with MgO concentration under 0.45 wt%. The
possible explanation could be observed high concentrations of sodium
oxide close to the samples surface for samples with higher magnesia
content. This phenomenon is beyond the scope of this article and fur-
ther investigation is necessary. In these cases, almost every observed
spinel grain contains sodium inside or in its close neighborhood. For the
lowest MgO concentration samples, the sodium signal is in the grains
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Fig. 7. Standard grain size distribution of the 1.0MgO sample (0.95wt% of
MgO) visualized in AVIZO as 3D render was colorized according to their volume
distribution histogram. For better 3D impression see the attached movie #1.

6 pm

Fig. 8. The 3D model of a spinel grain reconstructed with the Mg signal
(transparent blue) clearly shows the position of Na contamination (brown)
measured by TOF-SIMS. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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significantly higher than magnesium one. Coexistence of contaminated
and pure grains has also been frequently observed. This opens questions
about the processes responsible for the coexistence of sodium and
magnesium in spinel grains and about the importance of the con-
tamination in a spinel formation in general. An impact of only CaO or
SiO, impurities in presence of MgO on alumina grains growth was
previously reported [4].

Even though the TOF-SIMS technique is generally referred to as a
qualitative method, the quantitative analysis was successfully per-
formed. Analyte signal intensity N; (number of detected secondary ions)
is given by:

Nt =Ny Y g f, )

where N, is the number of primary ions, c is the analyte concentration,
Y is the sputtering coefficient, f is the ionization probability and f is the
analyzer transfer function. Parameters Y and f differ from material to
material and are highly affected by experimental conditions, matrix
effect etc. [13]. In the case of non-conductive materials, the charge is
accumulated while scanning the area and can also play the role. For
instance, the resulting change in the surface potential might affect the
subsequent ionization of sputtered ions. Nevertheless, the way to enable
quantification using the SIMS method is to apply the so-called Relative
Sensitivity Factors (RSF) [4]. RSF is described as the fraction of the
matrix element signal versus the signal of any element, multiplied by its
known concentration. They are widely used for quantification where
the measured signal is scaled so that variations are representative of the
amount of studied material in the sample. This can only be done when
the measured signal is linearly dependent on the concentration.

In this particular case, we were searching for the relation between
the known starting Mg concentration and the ratio of Mg* and Al™ ions
detected by TOF-SIMS. The RSF equal to ~35 was obtained from three
3D measurements of the 20 x 20 X 6 um® volume on 2.0MgO, 1.0MgO
and 0.5MgO samples, where found RSF values vary less than 5%. The
average concentration of Mg in the whole measured was calculated
from the initial weight of MgO. The average Mg concentration was
taken for the calibration. The real local concentration varies from 2% to
~17% in contaminated and pure grains for all samples (values calcu-
lated using RSF). The lowest Mg concentration of 0.03% in Al,0O3 ma-
trix was found in the 0.05MgO sample. In the samples with MgO con-
centration above 0.5%, the pure spinel grains were dominant but the
percentage of contaminated and non-stoichiometric grains was higher
than the maximal 5% deviation from a linear correlation of the average
concertation and Mg/Al signal. In view of the facts that the Mg con-
centration is not homogeneous and the observed linear correlation of
the average concertation and Mg/Al signal, we can extend the cali-
bration curve up to maximal observed concentration (~17%). By ap-
plying described linear relation the pure spinel grains could be distin-
guishable in the TOF-SIMS signal thanks to the known Mg
concentration calculated from the spinel phase stoichiometry MgAl,0,4.
Mg™*/Al" signal ratio corresponding to spinel phase calculated from
Mg weight concentration 16.9 wt% using RSF factor was found to be
0.48. The line scan measured through the selected grains revealed the
signal ratio to be ~0.5. Moreover, found value 0.5 accidentally corre-
sponds to the stoichiometric ratio of Mg and Al in the spinel phase. This
can be explained by the similar parameters of Y and 8= for both Mg
and Al signals. Then all quantities and parameters except the con-
centration ¢ in Eq. (1) can be reduced and the measured Mg*/Al*
signal ratio becomes concentration ratio itself. The presence of the
spinel phase was clearly confirmed by XRD analysis capable of the di-
rect phase analysis for the samples with higher MgO concentration.
However, the sensitivity of this method is rather limited and depends on
the crystallinity and concentration of the analyzed material phases.
Recognition of spinel grains for low concentrations can be performed by
SEM-EDX (see Fig. 1) and for example by cathodoluminescence [14],
but the presented TOF-SIMS quantitative approach gives an opportunity
to analyze the 3D spinel formation in alumina also with a low starting
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concentration of MgO. This approach should be also applicable for
other elements (Ca, Na, ...). The complete 3D analysis in Fig. 7 in-
cluding sputtering and taking of 200 frames took 20 h. Based on our
experience, in the case of SEM-EDX with incorporated focus ion beam
sputtering, the acquisition time would be extended to at least several
days in order to achieve the same sensitivity and similar lateral re-
solution.

Generally, 2D images taken at a particular information depth can
hardly visualize the complicated elemental distribution. The more
realistic distribution can be obtained with the 3D approach only. TOF-
SIMS depth measurements visualized in Fig. 7 gives the first insight into
the internal 3D distribution of spinel grains in an alumina matrix ever
presented. Data processing and graphical editing was done by the
AVIZO software. The crucial parameter allowing grain wall identifica-
tion was the data threshold. The original measurement data were
slightly blurred due to the limited lateral resolution. In addition, a
signal coming from the small clusters consisting of several volumetric
voxels and the finite lateral resolution reduce the ability to evaluate the
grains with a dimension smaller than 200 nm. Their importance had to
been considered. According to the spatial resolution of the primary
beam, only signal from clusters with one of the spatial dimension above
200 nm were considered as grains. The threshold was then set to the
value which represents the mid-intensity of Mg signal at particular
grain. Once the spinel grain walls were established, the volume of the
spinel was calculated and corresponds to the spinel volume expected by
calculations from the starting weight concentration of MgO and spinel
density.

The software was then able to separate objects and make the spinel
grain size distribution histogram shown in Fig. 7. The histogram reveals
an enormous number of small volume grains. Anyway, no maximum
value was observed in the distribution. The question is, if the grain size
related to this maximum is under the resolution limit, or doesn't exist at
all. The colorizing of spinel grains in Fig. 7 makes easier to observe the
size distribution and gives a better 3D impression. The biggest grain
found in the measured volume has one diameter around 7 pm. The
single grain image in Fig. 8 demonstrates the possibility of 3D chemical
analysis of the minor spinel phase in an alumina matrix including the
presence of sodium in grains. The role of the Na contamination during
spinel formation in alumina matrix needs to be further studied in de-
tails.

5. Conclusions

Herein, we successfully measured the formation of the spinel in the
alumina for different concentration of MgO using 3D TOF-SIMS ima-
ging. The presented analytical method allowed characterization of ad-
vanced ceramic materials in volume and allowed the study of grain
formation and contamination in nanoscale.

Green body analysis by TOF-SIMS revealed high homogeneity of
MgO distribution in the green body after ball milling and no MgO rich
areas were observed. After sintering at 1700 °C for 30 min, majority of
MgO was present in form of MgAl,O4 (spinel), which was confirmed by
XRD analysis and by the Mg* /Al™* ratio in observed grains. Majority of
spinel grains have a volume below 1 pm®, however, also the grains with
a volume of tents of pm® are presented. Sodium impurities presented in
the starting powder were concentrated nearby or in the spinel grains,
but its role has to be further investigated.

Supplementary data to this article can be found online at https://
doi.org/10.1016/j.matchar.2018.12.019.
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The thermal decomposition of thin SiO, layers on silicon substrates draws significant attention due to its
high technological importance in the semiconductor industry and in all relevant fields where silicon is
employed as a substrate or part of an active device. Understanding of the underlying processes on
silicon surfaces is therefore of fundamental importance. Here we show that the presence of gold silicide
(AuSi) catalytically enhances the decomposition of SiO; layers on a Si substrate, which proceeds via void
nucleation under the positions of Au nanoparticles and subsequent lateral growth of the void. Our real-
time secondary electron microscopy data reveal that the presence of a AuSi droplet within the void
enhances the reaction rate due to an increased pre-exponential factor of the rate limiting step (i.e., SIO
desorption at temperatures beyond 700 °C). While the SiO, is decomposed the silicon surface in the
open voids is covered by an Au monolayer. Consequently, as the void grows, the AuSi droplet is depleted
of gold and the reaction rate enhancement is terminated when the supply of gold stops. Hence, the size
of the pits is determined by the initial size of the Au nanoparticle. Our work thus provides insight into
Au-enhanced SiO, decomposition and its self-limiting nature offers a way for the preparation of
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Introduction

Silicon and its processing comprise the basis of current semi-
conductor technology."* To maintain its scaling trends and to
fabricate novel designs with significantly enhanced capabilities
and applications beyond areas traditionally targeted in the
electronics industry, it will be necessary to develop strategies for
manufacturing advanced functional parts and integrate them
into existing designs. In this respect, nanoparticles and nano-
wires form prospective classes of materials with unique prop-
erties.® In particular, metal nanoparticles can mediate
spatially restricted catalytic reactions producing or etching solid
state materials at the nanoscale. The most illustrative example
is the Au NP catalysed growth of nanowires via a vapour-liquid-
solid mechanism,'®** where the formation of a AuSi eutectic
alloy and the segregation of Si from a supersaturated AusSi liquid
play avital role.’*** In the inverse process, i.e., etching of silicon
in the vicinity of gold stripes,* the atoms dissolved from the

“CEITEC - Central European Institute of Technology, Brno University of Technology,
Technickd 3058/10, 616 00 Brno, Czech Republic. E-mail: cechal@fine.vutbr.cz
“Institute of Physical Engineering, Brno University of Technology, Technickd 2896/2,
616 69 Brno, Czech Republic

t Electronic supplementary information (ESI) available: (1) Electron beam
induced SiO, decomposition, (2) role of the electron beam on Au catalysed SiO,
decomposition, (3) chemical analysis of the gold layer using ToF-LEIS and XPS,
(4) morphological analysis of the void using AFM, and (5) resuming SiO,
decomposition when supplied with Au NPs. See DOI: 10.1039/c5ra19472e

101726 | RSC Adv., 2015, 5, 101726-101731

nanoscale features with nanometer precision.

neighbouring solid in a NP catalyst react with a supplied gas,
producing volatile species. The Au NPs are able to penetrate into
SiO, at elevated temperatures'*"” in non-catalytic process, in
which the SiO, is transported around the Au NP/SiO, interface.*®
The penetrating NP can thus form a channel from the surface to
the underlying bulk silicon and consequently nucleates a void
in the oxide layer, a precursor state for the decomposition of
thin silicon oxide layers on silicon substrates.'**

The SiO, layer decomposition proceeds via nucleation of
circular-shaped voids through the entire thickness of the
unperturbed oxide layer and their lateral expansion (Fig. 1).* It
is generally accepted that the void nucleation starts at defects
and impurities within the oxide layer or at the SiO,/Si inter-
face.'®?%?*2> Despite the fact that this reaction has been studied
for almost three decades, controversies about the rate limiting
step and process activation energy still exist. In addition, the
presence of metal atoms, deposits of thin layers or nano-
particles decreases the temperature (i.e., activation energy) for
void nucleation.”** However, the exact mechanism of void
nucleation enhancement and the influence of metal nano-
particles on the decomposition reaction remain unclear.

Here we report on the enhanced decomposition rate of thin
Si0,/Si layers catalysed by a AuSi liquid alloy formed from Au
nanoparticles (Au NPs). Our real-time scanning electron
microscopy (SEM) measurements reveal the crucial role of
a AuSi droplet within the SiO, void in the enhancement of the
reaction rate due to an increased pre-exponential factor of the

This journal is © The Royal Society of Chemistry 2015
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Fig. 1 Cross-sectional view of a single void schematically depicting
the SiO/Si decomposition via void nucleation and lateral growth,
according to ref. 19, 21 and 23. Individual processes of the decom-
position reaction are (1) Si atom detachment from the substrate, (2) its
diffusion towards the void rim, (3) reaction with SiOz, and (4)
desorption of volatile SiO. The depth of the growing void is larger than
the thickness of the oxide layer because the Si substrate is consumed
in the reaction at the void rim.

Fig. 2 Void nucleation under a 50 nm Au NP and AuSi droplet
attachment to the void rim observed at 650 °C. 0—1.5 s: Au NP initially
lying at the top of the SiO; layer slowly penetrates into it. 2.0-6.0 s:
when the Au NP touches the bulk Si it transforms into a AuSi liquid
droplet and the void starts to quickly grow in size. The SEM contrast
reveals that the bottom of the void is covered by a thin AuSi layer. The
scale bar is 50 nm. For the full sequence see ESI Movie SM-1.+
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rate limiting step, ie., SiO desorption. As the AuSi catalysed
reaction is inherently self-limiting, our results present a viable
method for the fabrication of nanostructures of a defined size
down to the nanometre range if combined with the precise
positioning of Au NPs* with potential applications in the fabri-
cation of functional nanostructures, e.g., spatially limited Ge/
Si,*** C/Si,* and metal silicide nanostructures.*® In addition,
the described mechanism provides insight into the basic
phenomena taking place during relevant technologically impor-
tant processes.

Experimental
In situ real time SEM

Au nanoparticle assisted decomposition was observed inside
the chamber of a commercial SEM (Tescan Lyra3 GM) equipped
with a home-made stage enabling sample heating during the
measurements. The microscope was operated at an acceleration
voltage of 30 kV and images were recorded using the secondary
electron signal collected by a standard Everhart-Thornley
detector. The highest possible scan rate with an acceptable
noise level was 2 images per 1 s. The standard image size was
512 x 512 pixels and all of the SEM movies in the ESI} are
shown 5 times faster than they were scanned (10 frames per
second). A temperature drift was compensated by the image
alignment using Image] software.*” The vacuum system of the
SEM has an oil-free pre-vacuum pump and the pressure during
the heating was arcund 107* Pa. No electron-beam-induced
contamination was observed at elevated temperatures. The
influence of the electron beam on the Au NP assisted decom-
position is discussed in the ESL{

Fabrication and treatment of the samples

Samples cut from a Si(001) wafer with a thermally grown 10 nm
SiO, layer were used as substrates (ON Semiconductor,
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Fig. 3 (a) Sequence of SEM micrographs (frames) documenting the time evolution of two voids in the 10 nm SiO,/Si(001) substrate observed at
a constant temperature of ~750 °C. The upper void spontaneously nucleates under a 50 nm-Au NP whereas the bottom one was created on
purpose using a focused electron beam. (b) Sequence of horizontally compressed cuts (marked by the red rectangles) displayed as a function of
time. The main features: dipping of the Au NP over time and the fast and slow propagation of the void rim are highlighted by the dotted green,
dashed yellow and dotted blue lines, respectively. (c) The position of the void rim as a function of time. For the whole sequence see ESI Movie SM-
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sample (black) and a sample with Au NPs: the rim velocity of voids
growing under Au NPs (in red) and those growing without any
apparent presence of Au (in blue).

(a) AuNP (b) AuSi
EEr . I
Si(001)

(C) Reaction enhancement

AuSi

movement Au monolayer

Fig. 5 Schematic representation of the processes involved in Au NP
enhanced SiO, decomposition. (a) At elevated temperature a Au NP
penetrates the SiO,. (b) When it reaches the Si substrate it transforms
into AuSi. (c) The formed hole acts as an initial state for SiO, decom-
position which proceeds through lateral expansion of the void in the
SiO; layer. As the void grows the bare Si at the bottom of the void is
continuously covered by a Au monolayer. The presence of gold at the
void rim enhances the SiO, decomposition rate.

phosphorus doped and a resistivity of 0.0089-0.0093 Q cm). Two
procedures for the deposition of Au NPs were used. The first
procedure® employs sample dipping in an extremely dilute (3
mM) HF/colloidal solution to produce a more homogenous Au
distribution. To avoid possible etching of the SiO, caused by the
presence of 3 mM HF in the solution and consequent changes
in the Au NP assisted etching, a second process with no HF was
used; samples were only immersed into commercial colloidal
water solutions (BBI), which led to a reduction of the homoge-
neity and deposition rate of the Au NPs. No difference in the Au
NP assisted etching process was observed regardless of the
employed procedure.
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All of the samples were annealed using an electric current
going directly through the Si substrate. To reduce the temper-
ature induced drift the maximal heating power was 10 W at 800
°C and only the central sample zone with an area of below 2
min? was heated, Ths tewperature was measured wa a ther
mocouple touching the substrate in the heating zone and cali-
brated in a separate vacuum chamber using a pyrometer
(wavelength 1.0 pm, the emissivity was set to 0.7). We estimate
the error in the measured temperature of +35 °C for the 0.95
confidence level.

Chemical analysis of the gold layer using ToF-LEIS and XPS

The analysis was carried out in a home-built complex ultra-high
vacuum (UHV) system® employing a home-made ToF-LEIS
spectrometer®>** Omicron DAR400 X-ray source, and an EA125
electron energy spectrometer. Scanning probe experiments were
carried out using a commercial ambient scanning probe
microscope (ICON Dimension, Bruker) in tapping mode using
a calibrated symmetrical cantilever RTESPA-300 with an 8 nm
tip radius. See the ESIf for a detailed description of these
analyses.

Results and discussion

In this work we have employed real-time scanning electron
microscopy to determine the mechanism of Au NP mediated
decomposition of SiO, layers on Si substrates. To achieve this,
a Si(001) substrate with a 10 nm-thick SiO, layer was covered
with Au NPs through dipping the sample into a colloidal solu-
tion of Au NPs with a diameter of 40-100 nm.* The real-time
SEM observations with 30 keV electrons allowed us to monitor
the evolution of the individual decomposition events and also
to measure the rate of SiO, decomposition. Furthermore, the
high dose of electrons can be used for initialization of the SiO,
decomposition process via electron induced oxygen desorp-
tion,** which leads to lowering of the temperature necessary for
the nucleation of voids in the oxide layer.*** In this way we can
study single events through on-demand triggering of the
decomposition reaction. To decompose the oxide apart from
the positions of the Au NPs, it was necessary to focus the beam
to a small spot at elevated temperatures (see the ESIt for
details). The influence of the electron beam on the reaction
mechanism during the SEM observations was negligible as
discussed in the ESL{

If the bare 10 nm-thick thermal oxide (i.e., without the
presence of Au NPs) is annealed under ultra-high vacuum (UHV)
conditions, the void nucleation is initiated at temperatures
beyond 800 °C. We have observed that in the presence of Au NPs
the void nucleation takes place predominantly under the NPs
and at significantly lower temperatures around 650 °C. Fig. 2
documents the initial formation of such a void (see ESI Movie
SM-2} for a full real-time sequence). In Fig. 3a a continuous
decrease in the height of a Au NP relative to the SiO, surface by
~10 nm during the void nucleation phase is demonstrated. This
decrease could be caused by dipping of the unperturbed Au NP
into the 10 nm-thick oxide layer, its melting and wetting the
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substrate, or the desorption of Au atoms. We can exclude the
last two possibilities: the melting temperature of gold is over
1000 °C (ref. 12) and Au evaporation is reported to take place at
temperatures beyond 800 °C;**** these temperatures are both
higher than those used in our experiments. Hence, the sinking
of the droplet is the most likely alternative that agrees with the
recently reported ability of Au NPs to penetrate through an oxide
layer at elevated temperatures.'*” During the process, SiO, is
transported around the Au NP/SiO, interface but no direct
chemical reaction or dissolving of Si in the penetrating Au NP
takes place.” Hence, the preference for initial void nucleation
under the NPs can be associated with the ability of Au NPs to
penetrate the oxide layer.

Above the eutectic temperature the Au in direct contact with
the Si substrate forms an equilibrium AuSi phase coexisting
with pure silicon, ie., a AuSi liquid droplet on the Si
substrate.**™* Initially, the Au NPs are well separated from Si by
the oxide layer. However, when a Au NP comes into direct
contact with the silicon substrate (the experimental tempera-
ture is well above the eutectic point), the Au NP is quickly
transformed into a AuSi liquid droplet. The presence of AuSi
within the void facilitates further decomposition of the oxide as
will be shown below. If the sample is slowly cooled down the
residual AuSi segregates to form pure Au and Si phases because
Au and Si are immiscible under the eutectic temperature.'” Au
can be removed afterwards through chemical etching.

Once the void is open it laterally grows over the course of
time due to continuous SiO, decomposition. Our experimental
observations are consistent with the reported mechanism of
Si0, decomposition on samples both with and without Au NPs.
The removal of SiO, is proven through additional X-ray photo-
electron spectroscopy (XPS) measurements showing a decrease
in the intensity of the peak associated with SiO, (see the ESIT).
The pit morphology determined using ex situ atomic force
microscopy (see the ESIT) is consistent with the one reported
recently.”> Here, we also rule out the dewetting process, ie.,
a change in the layer morphology while the volume of layer
material is conserved, as the cause of the void formation
because SiO, is removed from the sample while no significant
changes in the morphology outside the void are observed.

Distinct growth rates are observed whether or not the Au NP
is present within the growing void. To provide a direct
comparison of the growth of the void with and without the
presence of Au atoms we prepared a second void through
inducing the initial pinhole using a focused electron beam
(Fig. 3, 3-8 s). Both of the growing voids display the same shape
and size evolution except for the growth rate. To quantify the
process we measured the lateral size of the void as a function of
time and determined the growth rate through linear regression
of the determined dependence. The void rim of the void without
AuSi moved with the constant veloclly of 7.5 am &% In
comparison, the velocity of the rim motion of the void sponta-
neously nucleated under the Au NP was 95.5 nm s, ie., 13
times higher than that observed without the presence of gold.
Surprisingly, the void rim velocity suddenly decreases to 7.5 nm

s', ie., to the value observed for unenhanced SiO, thermal
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decomposition. This behaviour can be correlated with the
change of the size of the AuSi droplet within the void.

As the void grows, the AuSi droplet continuously decreases in
size and the silicon substrate within the void appears brighter
in the secondary electron images compared with voids without
any gold. The difference in the contrast between geometrically
similar voids with and without AuSi suggests that there is a thin
Au layer wetting the Si substrate. A Au layer of this type was
observed in similar systems featuring gold islands on silicon
substrates.**”-* Indeed, a very thin layer on the surface can
change the work function and consequently change the SEM
contrast.* Additionally, our low energy ion scattering and XPS
analysis carried out in a separate UHV system corroborate the
formation of a Au wetting layer during SiO, decomposition (see
the ESIT for details). Hence, the bare silicon in the growing void
is continuously wetted by the Au layer. The Au atoms are
supplied from the AuSi droplet residing in the void. Conse-
quently, the AusSi droplet is depleted of Au atoms and its size
decreases. We exclude the other possibilities for AuSi droplet
shrinking: Au evaporation and Au dissolving in bulk. In the
employed temperature range no significant Au evaporation
takes place, as reasoned above. Similarly, the AusSi liquid is in
equilibrium with the pure Si phase and Au atoms do dissolve in
the Si phase due to a very low Au solubility in bulk silicon (below
10~° Au atoms per Si atom at 600 °C).*°

While the void grows the AuSi droplet decreases in size,
constantly supplying Au atoms to the monolayer covering the
growing area of the Si surface. If the growing void is not
supplied by additional Au atoms it eventually becomes depleted
and the reaction slows or stops. This is documented in Fig. 3
where the time evolution of the nucleation and growth of two
voids is presented. However, when additional gold is supplied
in the void (e.g, from another Au NP), SiO, decomposition
resumes at an enhanced rate (see the ESIf); the measured void
rim velocity is independent of the amount of available Au, and
the void size.

It is evident that the presence of a AuSi droplet facilitates the
oxide decomposition at the relatively low temperatures of 650-
750 °C employed in our experiment. In the following paragraphs
we will discuss the role of gold on the decomposition reaction
by comparing it with the reaction without any catalyst. Because
the decomposition proceeds in the same way except for the
decomposition rate we suppose that the underlying mechanism
remains generally the same. Additionally, because the experi-
ment was performed under high vacuum (HV) conditions
(pressure 3 x 107 Pa) we have fo consider the posstble infu-
ence of the adsorption of water, hydrogen or oxygen from
residual atmosphere. Even though the growth rate enhance-
ment was observed only in the presence of Au we cannot exclude
the role of these species acting in a concerted way with Au on
the rate enhancement of the reaction limiting step.

It is accepted that the entire SiO, decomposition reaction
without catalyst can be separated into 4 steps'®*' as schemati-
cally represented in Fig. 1: (1) a Si atom is released from the Si
substrate, which is (2) subsequently transported to the void rim
where (3) it reacts with SiO, and (4) volatile SiO desorbs from
the surface. The rate of the void area growth dA/dt is considered
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an important parameter to determine the limiting step.*” If
dA/dt ~ /A the processes at the void rim, i.e., the diffusion of
reactants near the void rim or the reaction that yields SiO limit
the rate. If dA/d¢ ~ A step (1) is rate limiting. Based on this, the
processes at the void rim, ie., either step (3) or (4), were iden-
tified as the reaction rate limiting step for non-catalysed oxide
decomposition®*>* unless samples with ultrathin oxides
(thickness = 1 nm) prepared using a low oxygen dose (10-50 L)
in an UHV chamber were employed.'>?*° The activation energy of
the entire reaction is reported to amount to ~4.0 eV.**** This
value is assigned to process (3), i.e., the reaction Si + SiO, —
25i0(g),?* whereas process (4), volatile SiO desorption, proceeds
with an activation energy of 1.7 eV.>" For processes (1) and (2)
the reported activation energies are 3.2-4.0 eV (ref. 20) and ~0.7
eV,'>?! respectively.

As much higher temperatures (>800 °C) are usually required
for SiO, decomposition, the ability of the Au NPs to penetrate
through the oxide layer decreases the activation energy for void
nucleation, a necessary step enabling the decomposition reac-
tion to proceed. The presence of Au NPs also enhances the
growth rate of the voids and, hence it is expected that the
activation energy of the entire reaction, i.e., its rate limiting step
is reduced.

The observed constant velocity of the moving rim (Fig. 3) is
equivalent to a linear increase of the void size VA with
annealing time; this suggests that the void rim processes, Le.,
the reaction Si + SiO, — 2SiO (3) and volatile SiO desorption (4),
are the rate limiting steps. Among them, step (3) possesses
a higher activation energy of ~4.0 eV than step (4) which is ~1.7
eV. However, it has been reported that at higher temperatures
(>700 °C) the complete reaction becomes limited by a reaction
step with the activation energy of 1.7 eV.>' This is possible only if
the 1.7 eV process has a significantly lower pre-exponential
factor than the 4.0 eV one. This idea is consistent with the
fact that the reaction remains perimeter-limited even though
step (1) - Si atom detachment - possesses an activation energy
of 3.2-4.0 eV. The Arrhenius plot shown in Fig. 4 summarizes
the temperature dependence of the void rim motion velocity
determined for both voids with and without Au NPs observed on
the same substrate, which enables a direct evaluation of the role
of gold. The activation energies determined from the Arrhenius
plots read as (1.4 £ 0.2) eV and (1.3 + 0.3) eV for the voids
without and with Au, respectively. These values are within the
experimental uncertainty consistent with a value of (1.5 + 0.2)
eV obtained on the bare sample (i.e., without gold) and the
values 1.7 eV and 1.6 eV reported recently for voids without Au
NPs.*"** Surprisingly, the determined values for the voids with
Au are only slightly lower than for the voids without Au NPs and
are the same within experimental error. However, the Arrhenius
plot for the rim velocity of voids with Au NPs is shifted to higher
velocity values compared to the one without Au NPs: the loga-
rithm of the pre-exponential factor is increased from 18 + 3 to
22 + 4. This observation is consistent with an observed
enhancement of the rim propagation velocity by a factor of
higher than 13. Hence, we conclude that in this case the rate
enhancement at voids with Au NPs is caused predominantly by
an increase of the reaction pre-exponential factor. We infer that
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the presence of Au at the void rim is responsible for the void
enhancement. When the void area becomes so large that there
is not enough Au within the void to cover it completely, the
growth rate enhancement vanishes, presumably through the
loss of Au at the perimeter.

We would like to point out that this reaction shows very
interesting kinetics, in which the low-pre-exponential-factor
reaction step (presumably step 4)*' possessing a substantially
lower activation energy than the other steps (1 and 3) limits the
complete reaction. Hence, the reaction rate enhancement is not
given solely by a decrease in the activation energy of the rate
limiting step, but significantly due to the increase of its pre-
exponential factor. The origin of this low pre-exponential
factor and a mechanism of its increase still present an open
question, which will be worthy of addressing in future research.

Conclusions

The presence of a AusSi layer in the vicinity of the perimeters of
voids in a thin SiO, layer enhances the rate of the rate limiting
process involved in the void growth via a spatially propagating
reaction as schematically illustrated in Fig. 5. Interestingly, the
activation energy of the complete reaction is only slightly
reduced and the enhancement of its rate is produced predom-
inantly by an increase of its pre-exponential factor. As the void
size increases, the silicon surface becomes continuously
covered by a AuSi monolayer; this causes depletion of Au atoms
in the AusSi droplet resulting in its disappearance and a conse-
quent decrease in the rim motion velocity to that observed for
non-catalysed growth (i.e., without Au NPs) or, at lower
temperatures, in reaction termination. Hence, Au NPs, if
properly placed at the surface, can be utilized for precise
fabrication of nanostructured areas on silicon substrates with
a definite size that is a consequence of the self-limiting char-
acter of the reaction. Our study also brings basic insight for
understanding the behaviour of gold nanoparticles on silicon
substrates that for instance plays a central role in the growth of
nanowires via a vapour-liquid-solid mechanism and presents
an uncommon example of reaction enhancement through an
increase of its pre-exponential factor.
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A combination of dynamic secondary ion mass spectroscopy (DSIMS) and time-of-flight low-energy ion
scattering (TOF-LEIS) has been applied to acquire a composition depth profile of MoSi multilayers. During
the sequential Ar* sputtering secondary ions were monitored while in-between the sputtering cycles the
TOF-LEIS spectra of scattered He neutrals were acquired. All the measured TOF-LEIS spectra versus
sputtering time were displayed in one bitmap from which the depth profiles for different scattering
depths were derived and analyzed. Analyzing the TOF-LEIS spectra of He particles scattered from the
areas below the layer altered by ion-beam mixing led to an improvement of the depth resolution. In this
way the resolution limits due to mixing phenomena can be overcome. Finally, the direct comparison of
the DSIMS and TOF-LEIS depth profiles was carried out.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Dynamic secondary ion mass spectroscopy (DSIMS) is an
ion-beam sputtering technique frequently used for the depth pro-
filing of elemental composition of thin films. It is generally
accepted that DSIMS depth resolution is limited mainly by atom
mixing. In order to reduce the thickness of an atom mixing region
(an altered layer), the energy of primary ions has to be reduced to
hundreds of eV. Even for these energies the thickness of the altered
layer exceeds one monolayer. In addition to a pure ballistic mixing,
there are another physical and chemical processes affecting depth
resolution, i.e. diffusion, segregation, formation of new com-
pounds, implantation, and mass back flow to the surface. These
processes take place mainly inside the altered layer. Nevertheless,
minimizing the thickness of the altered layer by lowering the ion
beam energy is nowadays a major approach to meet the sub-nano-
meter depth resolution. This extremely difficult task can be only
achieved using primary energies as low as 100 eV [1]. However, a
monolayer depth resolution has not been achieved by sputtering
techniques yet. The main advantage of SIMS is its high sensitivity
in comparison to other available techniques. On the other hand,
the intensity of detected secondary ions is strongly influenced by
an ionization process taking place during sputtering, which makes
a quantitative analysis difficult or even impossible. That is why the
SIMS generally belongs to semi-quantitative methods.

* Corresponding author.
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Quantitative depth profiling is more straightforward when ion
scattering is employed instead of sputtering (Rutherford backscat-
tering - RBS, medium- and low energy ion scattering - MEIS, LEIS).
All these scattering techniques are generally less sensitive than
DSIMS. Depth resolution typically decreases with increasing ener-
gies of projectiles, but even for RBS where high energetic particles
are used, a monolayer depth resolution can be achieved at the near
surface region using ultra-high-depth resolution facilities [2,3]. In
the case of time-of-flight LEIS (TOF-LEIS) even a sub-monolayer
depth resolution at a surface may be achieved [4]. Moreover, a
TOF-LEIS instrument can be regarded as low cost in comparison with
MEIS and RBS. As there is an increasing demand to analyze deeper
regions without losing the monolayer depth resolution, this cannot
be satisfied by a standalone ion scattering technique since the depth
resolution deteriorates at deeper regions due to energy loss strag-
gling. This occurs during the penetration of particles into the matter
and is caused by statistical fluctuations of the energy transfer in the
collision processes. Fluctuations in the transfer of impacting energy
to electrons and to nuclei are major contributors to the straggling.
Broadening due to a finite detector solid angle, finite beam spot size,
etc. can significantly affect depth resolution [5-7].

A feasible way to overcome the increasing energy straggling
with depth is the removal of a surface layer by sputtering. In this
way the region of interest gets closer to the surface and scattered
ions undergo fewer collisions. The depth resolution in layers far
from the surface in high resolution RBS may be improved by
employing grazing incidence angle sputtering [8]. A depth
resolution of 1.5 nm at deeper regions was also achieved by high
resolution RBS, once the surface region was sequentially removed
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by 1keV Xe* ions [9]. Besides the MEIS technique mentioned
above, ESA-LEIS experiments (LEIS using an electrostatic analyzer)
have been also used in combination with sputter depth profiling
[10]. This technique was also used for a study of ion beam induced
mixing during a sputter depth profiling of tantalum and lead mar-
ker layers in silicon [11]. Since ESA-LEIS detects only ions, its sam-
pling depth is controlled by a particular neutralization process
occurring during the ion scattering. In most cases it is limited to
a few upper atomic layers of a surface [12]. The re-ionization prob-
ability of scattered particles depends on the atomic species pre-
sented at the sample surface and is especially large for oxygen.
In case of presence of oxygen at the top most layers the detected
scattered ions also come from subsurface layers as well and can
be used for a nondestructive depth profiling. Diffusion and interac-
tion studies with a depth resolution 0.2-0.1 nm and a maximum
sampling depth of 5-10 nm were shown in [13]. In case of SIMS
more than 90% of the secondary ions are coming from the outer-
most monolayer. That is why the information depth in ESA-LEIS
depth profiles (no oxygen on the surface) is similar to SIMS. The
sampling depth in the case of TOF-LEIS, where neutrals are
detected as well, is given by the stopping power and energy of
impinging ions. These neutrals are not affected by ionization
effects depending on an elemental composition of the surface.
For energies in the keV range the sampling depth is in the order
of nanometers [14]. Hence, TOF-LEIS is suitable to measure the
composition not only within the altered layer where the composi-
tional information is degraded by ion induced mixing, but also
beyond this layer. In this way the measurements of the composi-
tion by TOF-LEIS can provide better depth resolution than those
obtained by DSIMS.

When sputtering is employed in combination with TOF-LEIS the
secondary ions emerging during this process can bring additional
information and enhance the sensitivity of the analysis. Thus the
combination of DSIMS and TOF-LEIS becomes mutually beneficial
and can overcome the above mentioned mixing and straggling lim-
itations. In this paper we demonstrate an advantage of the simul-
taneous application of DSIMS and TOF-LEIS in analysis of ultra-thin
MoSi layered structures being at physical limits of the SIMS meth-
od itself.

2. Experimental

A 3x(Mo/Si)/Mo ultra-thin multilayer structure (further called
the MoSi sample) was deposited on a Si (1 1 1) substrate covered
with a native oxide by rf magnetron sputtering at the Institute of
Scientific Instruments, Czech Academy of Sciences in Brno. This
technology has been developed for the commercial custom-made
fabrication of X-ray interference mirrors. All measured samples
were cut out of a 4 in. Si wafer on which the deposited multilayer
was deposited. Before deposition, no treatment of the wafer was
carried out and a planetary manipulator has been used in order
to maximize the multilayer homogeneity. The base pressure in a
deposition chamber equipped by a turbo molecular pump was
1 x 1074 Pa. Deposition was carried out at the pressure 0.1 Pa in
an argon atmosphere at an rf power of 100 W at room temperature.
The purity of Si and Mo targets was 99.9995% and 99.9%, respec-
tively. The samples were analyzed by SIMS, TOF-LEIS and High
Resolution Transmission Electron Microscopy (HRTEM). The last
technique was used for the calibration of depth profiles. The
images were acquired at electron beam energy of 200 keV using
the JEOL 2010 microscope providing a point-to-point resolution
of 0.194 nm. The HRTEM cross-sectional specimen was prepared
by mechanical polishing followed by ion-beam milling.

Since the standalone TOF-LEIS spectrometer used in our exper-
iments has been described elsewhere [15] only a brief summary

including additional changes providing sequential LEIS and DSIMS
measurements is given here. The experiments were performed in
an ultra high vacuum chamber with a base pressure of
8 x 107®Pa. An electron-impact ion-beam source (Omicron ISE
100) was used to produce He" ions in an energy range of 0.5-5
keV. The beam spot diameter at the sample surface was not larger
than 1 mm. Ion pulses were generated by chopping the beam over
a small aperture (1 mm in diameter). The maximum time resolu-
tion of the spectrometer was estimated to be 50 ns, but during
the TOF-LEIS depth profiling the resolution was degraded to
150 ns to provide a sufficient intensity of the detected signal. After
scattering from the sample surface (incident angle 18° with respect
to the sample surface, scattering angle 152°) the particles were
time separated in a 1105 mm long drift tube and finally hit a
detector.

For the SIMS measurements an additional ISE 100 ion-beam
source and a QMS 421 quadrupole mass analyzer (Balzers-Pfeiffer)
were used. The ISE 100 was operated at low energies. The total
pressure in the chamber was kept at 9 x 10~ Pa. Sputtering under
different impact angles (only Fig. 3) was provided by Ar* primary
ions at energy of 500 eV. The current at the sample was approxi-
mately 0.2 pA. The spot size was ~0.3 mm and the area of the
milled crater was ~15 mm?. Computer controlled scanning of the
beam was used to compensate for alterations in beam positioning
caused by oblique incident angles. Electronic gating was also con-
trolled by a computer. A plan view of the ion sources and analyzers
is shown in Fig. 1. Sequential sputtering was done using Ar ions
with an impact angle of 45° (with respect to the surface normal)
at an energy of 800 eV and sample current 0.3 pA.

TOF - LEIS lon Source

SIMS Analyzer
iy

bl

TOF - LEIS Detector

SIMS lon Source ¥
Ar

800 eV

Fig. 1. Experimental setup for the combined DSIMS and TOF-LEIS techniques. The
angle between the SIMS ion source and the mass analyzer - 90°, the angle between
the longitudinal axis of the TOF-LEIS ion-beam source and the TOF-LEIS detector —
152° (scattering angle). The angle between the longitudinal axis of the TOF-LEIS
ion-beam source and the horizontal plane of the experimental setup - 24°.

MoO,Si Mo Si Mo Si

Mo SiO, Sisub.

B S

2 Mo

Fig. 2. Negative HRTEM image of 3x(MoJSi)/Mo on a Si substrate.
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Fig. 3. DSIMS depth profiles of the 3x(Mo/Si)/Mo structure on a Si substrate for
different impact angles measured from the surface normal (Ar*, 500 eV).

3. Results and discussion
3.1. HRTEM

For a better understanding and in order to calibrate the sputter
depth profiles, negative HRTEM images of the MoSi sample were
acquired. Four Mo layers and three Si layers are clearly seen in
Fig. 2. Also the native oxide layer with a thickness of ~2 tnm is vis-
ible under the first deposited Mo layer. The intensity of electrons
transmitted through the last deposited Mo layer is higher due to
its oxidization caused by exposure to the ambient atmosphere
(confirmed also by X-ray photoelectron spectroscopy). The depos-
ited Si layers lack any features of crystalline structure. On the other
hand, a detailed view of the Mo layers revealed the presence of a
crystalline grain structure and thus the Mo layers can be regarded
as polycrystalline. The Mo/Si interfaces seem to be rather smooth;
however, a dark grey interlayer most probably indicates the forma-
tion of silicides [16].

The accurate determination of concentration profiles from
HRTEM images is not straightforward. This is especially true in
the case of the MoSi structures where the multilayers are com-
posed of materials with a large difference in atomic numbers.
The feasible way for the conversion of the intensity scale of HRTEM
using Cu Ko reflectometry was reported by Kessels et al. [17].
According to the scattering contrast theory for amorphous speci-
mens in the bright field mode as formulated by Reimer [18] in first

approximation one can determine the transmission function as
exponentially decreasing with the product of mass density p and
atomic number Z. When the interface between the low-Z and the
high-Z materials is not sharp the width of the low-Z layer seems
smaller in the HRTEM image than the width in the density profiles.
In the work of Kessel et al. [17] this discrepancy approximately
represented 60% of the Si layer thickness. In this case the width
of the low-Z layer (Si) at the HRTEM profile was 1.6 times smaller
than in the calibrated density profile.

In case of the polycrystalline specimens, the HRTEM intensity
profiles are not only affected by exponential variations of transmis-
sion function with Z but also by its dependence on the orientation
of polycrystalline grains. Taking into account these two effects
together with the presence of silicide interlayers in the MoSi sam-
ple the measurement of the thickness of individual layers is inac-
curate. The inaccurate thickness of the Si layer measured from
Fig. 2 is 0.6 nm. Only the thickness of the MoSi bilayer (period)
can be obtained more precisely (~5.6 nm). This value was used
for converting the sputtering time to depth (depth calibration) in
Fig. 7.

3.2. DSIMS

Depth profiles of the MoSi sample measured by DSIMS are
presented in Fig. 3. Here, the Mo and Si profiles obtained by Ar*
sputtering under different impact angles with respect to the sur-
face normal are shown. The Mo depth profiles (Fig. 3b) are signif-
icantly influenced by the angle of incidence. At angle 30°, the
maxima of the Mo signal appear at the depths of the Si layers. At
angle 45° there is Mo maxima in the center of Si layer and also
in the centre of Mo layer. This is probably caused by the preferen-
tial sputtering of adsorbed or intrinsic oxygen at higher angles of
incidence. Relatively low concentrations of oxygen on the surface
can significantly increase the ionization probability of sputtered
particles (matrix effect). The angle of incidence providing only
one maximum in the expected position within the second Mo layer
is 60°. However, the depth resolution significantly decreases with
the crater depth in this case (the deeper Mo layers are not
resolved). It is most probably caused by the ion beam enhanced in-
duced surface roughness. An increasing roughness and changes in
ionization efficiency make a simple identification of all individual
Mo layers impossible. TOF-LEIS profiling discussed in the following
section can overcome some of these difficulties related to matrix
effects and increase the depth resolution.

3.3. Combined DSIMS and TOF-LEIS

The depth profiles of the MoSi sample were acquired by the
combination of DSIMS and TOF-LEIS. During the sputtering period
the secondary ions were monitored and DSIMS profiles recon-
structed. After each period of sequential sputtering by Ar* ions
the TOF-LEIS spectra of scattered He particles were acquired. The
measured TOF-LEIS spectra were converted into energy spectra of
scattered He particles following the method described in [19]. In
Fig. 4 all acquired energy spectra are plotted as a function of sput-
tering time in the form of a bitmap where the intensity scale rep-
resents the number of counts in the measured spectrum. Hence,
the vertical cross-sections of the bitmap give the TOF-LEIS spectra
obtained after corresponding integral sputtering times.The hori-
zontal cross-section of the bitmap at a single collision energy kE,
(k is the kinematic factor describing the elastic energy loss at a bin-
ary collision and E, is the incident energy) represents a depen-
dence of the concentration of a particular element in the actual
topmost atomic layer on sputtering time (Fig. 5, curve “on the
surface”) and thus gives us an information about the depth profile
of this element (in time scale), although rather deteriorated by
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Fig. 4. Bitmap displaying TOF-LEIS spectra obtained using He® projectiles
(Eo =2 keV) after each period of the sequential Ar* ion-beam sputtering (800 eV).
The gray scale represents the number of scattered He" projectiles. The cross section
of the bitmap along the vertical direction represents a TOF-LEIS spectrum taken
after a particular integral sputtering time. The cross section of the bitmap along a
horizontal line gives the development of the concentration of a particular element
in a specific floating depth from the surface with sputtering time. The dashed and
dash-dotted lines are drawn for Mo at ion scattering energies kEy ~ 1700 eV and
Ex optimar = 1400 eV, respectively.

sputtering effects. If the horizontal cross-section of this bitmap is
taken at the ion scattering energy Ey slightly lower than kE,, the
time dependence of the concentration carries information about
the depth profile of the same element being determined by ion
scattering from the atomic layer below the surface in the selected
depth proportional to the energy difference AE = kE, — Ey. Assum-
ing a single ion scattering model and neglecting differences in
stopping powers of He ions in Mo and Si layers the information
depth Ax is given by [20]

w532

cos()
where o is the incidence angle and g is the exit angle with respect to
the surface normal, and S is the electronic stopping power. If the
information depth is bigger than the thickness of altered layer,
the reconstructed depth profile is less influenced by sputtering
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Fig. 5. Depth profiles (in time scale) reconstructed from the measured TOF-LEIS
spectra for two different scattering energies kEy ~ 1700 eV and Ey gptima = 1400 eV.
The surface and subsurface depth profiles are given by the cross sections of the
bitmap along the horizontal dashed and dash-dotted lines, respectively, indicated in
Fig. 4.

and therefore a better depth resolution can be achieved. One can
find an optimum energy Ey oprimar for which the best depth resolu-
tion is achieved (Fig. 5, curve “under the surface”), as determined
by the decay length of the Mo signal is the shortest for this optimal
energy. The limits in the depth resolution for lower energies than
Ex optimat are caused mostly by multiple scattering. When the depth
profile which is reconstructed for energies higher than Ey optimar, the
depth resolution is mainly affected by ion-beam mixing. Detailed
horizontal cross-sections of the TOF-LEIS bitmap at the second Mo
layer for different energies Ey are presented in Fig. 6. The depth pro-
file at E, = 1400 eV of the second Mo layer has a plateau at the top. It
corresponds most accurately to the expected composition profile of
the Mo layer. The depth profiles reconstructed for other energies are
without a plateau and their slopes are mostly less steep. The depth
profiles taken for energies in-between 1400 eV and 1700 eV are
mostly deteriorated by mixing. The depth profile for energies below
E,=1400 eV are deteriorated by straggling and multiple scattering.
Consequently, the ion scattering energy E,=1400eV can be
regarded as Ey optimat-

A comparison of the simultaneously measured Mo depth pro-
files for DSIMS and TOF-LEIS is given in Fig. 7. All the profiles were
normalized according to the signal from the second Mo layer. The
sputtering time was converted linearly to depth using HRTEM
(Fig. 2); the correction for the changes of the sputtering yield of
Mo and Si was not carried out. During the sequential sputtering
Mo" secondary ions and Mo ionized clusters were monitored by
DSIMS. The Mo* signal is strongly affected by the changes of oxy-
gen concentration with depths (matrix effects). The deterioration
of the Mo" profile in the central region of the MoSi multilayer
was discussed above (see Fig. 3). The Mo, signal is less affected
by the presence of intrinsic oxygen in the top Mo layer and in
the native oxide than the Mo" signal. Within the second and third
Mo layer the Mo, profile is not affected by intrinsic and adsorbed
oxygen and is practically identical to the profiles measured by the
TOF-LEIS method. The Mo, DSIMS signal probes the square of the
molybdenum concentration distribution rather than the distribu-
tion itself in the dilute limit. So the steepest tail and a lower detec-
tion limit observed in Fig. 7 is an artefact. The TOF-LEIS profiles are
not affected by ionization effects since both ionized and neutral
scattered particles were detected. Once the Mo® DSIMS signal
and “Mo on the surface” TOF-LEIS signal are normalized to the
signal from the second Mo layer, the decay length of both signals
below the Si native oxide is practically identical. In Fig. 7 the most
reliable profile is the “Mo under surface” TOF-LEIS profile. A further
improvement of “Mo under the surface” signal can be achieved by

200 — . . . : r : !
—r 1300 eV
50 e 1400 eV ]
TR NG00 oV
180 I
TR 1500 o
14 i
Q
420 ]
2
G 100 i -
%%
£ so- g M
£ Yyv'
0+ E
2. Mo layer
434 PR R PP )
e
2] <<<<«<<<<<<<<<“ ‘1<<<<‘<<‘ 1

0 5 10 15 20 25 30 35 40
Sputtering time (a.u.)

Fig. 6. Detailed horizontal cross-sections (profiles) of the TOF-LEIS bitmap in the
region of the second Mo layer for different scattering energies E,.
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and TOF-LEIS.

decreasing ion-beam sputtering energy. This results in a thinner
altered layer which will allow to move the Ey opsima closer to kEq
and thus the scattered particles s will be less affected by energy
loss straggling.

4. Conclusion

In order to reduce particular problems and uncertainties associ-
ated with depth profiling by individual ion-beam analytic
techniques the sequential application of DSIMS and TOF-LEIS ana-
lytical methods has been tested. In this way more accurate depth
concentration profiles have been obtained. The quasi-simultaneous
profiling enables a detailed comparison of profiles acquired synch-
ronically by both methods. An improvement in depth resolution
and decay length obtained from TOF-LEIS spectra using He parti-
cles scattered from the areas below a layer altered by ion-beam
mixing has been demonstrated. It shows a way of how to overcome
the resolution limits caused by mixing phenomena in these partic-
ular cases. Additionally, the comparison of a TOF-LEIS signal

unaffected by the matrix effect (also neutrals are detected) with
the SIMS signal brings an additional information on this effect.
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A round-robin characterization is reported on the sputter depth profiling of [60 x (3.0 nm Mo/0.3 nm
B4C/3.7 nm Si)] and [60 x (3.5 nm Mo/3.5 nm Si)] stacks deposited on Si(111). Two different commercial sec-
ondary ion mass spectrometers with time-of-flight and magnetic-sector analyzers, a pulsed radio frequency
glow discharge optical emission spectrometer, and a home-built time-of-flight low-energy ion scattering and
quadrupole-based secondary ion mass spectrometer were used. The influence of the experimental conditions,
especially the type and energy of sputter ions, on the depth profiles of Mo/Si nanostructures with and without
B4C barrier layers is discussed in terms of depth resolution, modulation factor and rapidity of analysis. The
pros and cons of each instrumental approach are summarized.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Sputter depth profiling is a powerful tool for compositional analysis
of nanometer-thick multilayer structures. In recent years, evident prog-
ress has been made in this field, especially regarding secondary ion mass
spectrometry (SIMS) and glow discharge optical emission spectroscopy
(GDOES) (see, e.g., [1] and references cited therein). In our previous
work [2], we have reported on the round-robin characterization of
[86 x (23 nm CrN/8 nm AIN)] multilayer coatings on nickel alloy by
these techniques using four commercial instruments: CAMECA 4550
quadrupole depth profiler, ION-TOF IV, LECO SPD-750, and GD-Profiler
2. The results showed that the CAMECA 4550, when operated using
3 keV 07 primary ion-beam and 5 rpm sample rotation, provided the
best depth resolution Azog4 — 016 ~ 2.9 nm estimated for the outermost
AN layer via the decrease of the Al-signal from 84 to 16% of I at the
decaying edge of the peak. However, none of the instruments used in
that study has allowed obtaining non-degraded profiles across all multi-
layers due to increasing bombardment-induced surface roughening and
atom mixing at the interfacial regions. It should be noted that we used

* Corresponding author. Tel.: +351 21 294 8576; fax: +351 21 294 8549.
E-mail address: a.tolstoguzov@fct.unl.pt (A. Tolstogouzov).

0040-6090/$ - see front matter © 2013 Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.tsf.2013.05.154

commercial coatings with an average surface roughness, R,, of 8.5 nm,
which was commensurable with the thickness of the individual AIN
layers.

The present work is a continuation and further development of
our previous study: we have analyzed smoother and thinner Mo/Si
and Mo/B4C/Si stacks. The samples consist of 60 bi- or tri-layer peri-
odic structures with a 7 nm thickness of every period. From a practi-
cal point of view, Mo/Si interferential mirrors are of considerable
interest for high resolution X-ray lithography [3]. The introduction
of B4C layers suppresses interlayer diffusion, which worsens the re-
flectivity and thermal stability of mirrors.

Recently, sputter depth profiling of Mo/Si, B4C/Mo and B4C/Mo/Si
multilayers has been carried out by SIMS [4,5] and using a combina-
tion of SIMS and time-of-flight low-energy ion scattering (TOF-LEIS)
[6]. It was shown that these structures are very complex for analysis
due to their short periodicity and considerable atomic mass differ-
ence of the layer materials.

Commercial SIMS instruments — CAMECA IMS7f by Cameca SAS
(Gennevilliers, France) at Ioffe Physical-Technical Institute of the Rus-
sian Academy of Sciences (Saint Petersburg, Russian Federation) and
TOF.SIMS-5 by ION-TOF (Mtnster, Germany) at Institute for Physics
of Microstructures of the Russian Academy of Sciences (IPM RAS,
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Nizhny Novgorod, Russian Federation), a modified GD-Profiler 2 at
Horiba Scientific (Longjumeau, France), and a home-built TOF-LEIS-
SIMS at Institute of Physics Engineering of Brno University of Technol-
ogy (IPE BUT, Brno, Czech Republic) were involved in the present
inter-laboratory experiments. This study is driven by necessity to per-
form accurate and rapid analysis of nanometer-thick periodic multi-
layers in order to optimize and improve their production technology.
The influence of different bombarding ions (Ar*, Kr* and Cs*), each
possessing different impact energies (from 50 eV to 5.8 keV), on the
sputter depth profiles is also a key issue both from a practical and theo-
retical point of view.

2. Experimental details
2.1. Multilayer samples

The investigated samples are commercially available multilayer inter-
ferential mirrors produced by magnetron sputtering at IPM RAS [3,7]. The
X-ray reflectivity of these mirrors at the wavelength N = 134 nm is
0.67-0.69.

The samples are ca. 420 nm-thick nanostructures consisting of 60
layer period superlattices — Mo/B4C/Si in the case of the PM596 sample
and Mo/Si for the PM615 sample. In both cases, each period is 7.00 +
0.05 nm thick according to the cross-sectional measurements by a
transmission electron microscope JEM-2000EX [3,7] by Jeol (Tokyo,
Japan) and small-angle X-ray diffractometry (SAXRD) [8] using a D8
Discover with DIFFRACplus LEPTOS 7.04 Software by Bruker AXS (Mad-
ison, USA). By fitting the experimental SAXRD data, the dimensions of
individual Mo and Si layers are estimated to be 3.0 + 0.2 nm (Mo)
and 3.7 4+ 0.2 nm (Si) for the PM596, and 3.5 & 0.1 nm (Mo) and
3.5 £ 0.1 nm (Si) for the PM615. The B4C barrier layer is a single atomic
layer with a nominal width of ca. 0.3 nm. This technological parameter
is estimated via the deposition and shutting rates of the magnetron
sputtering processing.

A schematic view of the sample structure is shown in Fig. 1. The
starting layer put directly onto the substrate is Mo, and the top surface
layer is Si. The B4C layer is deposited onto the Si layer in every period of
the sample PM596. The substrates are 0.4 mm-thick commercial
Si(111) wafers with an average surface roughness of 0.3 nm.

In comparison with similar B4C/Mo/Si (Mo/Si or B4C/Mo) multi-
layers previously analyzed by SIMS and TOF-LEIS [4-6], our samples
have far more periods — 60 versus 10 in [4], 20 in [5], and 3 in [6],
and also the thinnest B4C barrier layer.

2.2. Instruments

Pulsed radiofrequency (RF) mode is used to power the glow dis-
charge optical emission spectrometer GD-Profiler 2 [9]. In GDOES
measurements, samples are etched by Ar" ions and accelerated neu-
trals with very low kinetic energies; the sputtered atoms are then ex-
cited by the plasma and de-excited via photon emission with

Top surface: Si
PM&06 : PME15
160 layers
Mo 3.0nm H Mo 3.5nm
BJC 0.3nm — e 7nm
Si3.7nm H Si 3.5nm
R

Bottom Interface: Mo

Si substrate

Fig. 1. Schematic view of the structure of the samples under study.

characteristic wavelengths, enabling their elemental identification. His-
torically, glow discharge instruments were operated with DC voltages,
nevertheless pulsed RF-powered glow discharges have been reported
to offer extended analytical characteristics for GDOES and also for GD
time-of-flight mass spectrometry (for details, see, e.g., [10] and refer-
ences cited therein). In our experiments, the operating conditions
were: argon pressure of 550 Pa, 17 W RF power, 5 kHz pulse frequency
with 0.25 duty cycle. The sputtered area in GD is the largest in compar-
ison to other techniques except the TOF-LEIS-SIMS: here a disk of 4 mm
in diameter, and the useful signals are collected from the whole sputter
area.

Time-of-flight secondary ion mass spectrometer TOF.SIMS-5
works in the dual beam mode [11] using 25 keV Bi* or Bi3 ions for
analysis and 1 keV Cs™ ions for sputtering. The angle of incidence
was 45° for all ion beams. The sputter beam was scanned over an
area of 250 pm x 250 pum, and the analyzed region was ca. 4% of the
sputter area. Depending on the type of sputter and analysis ions, dif-
ferent positively or negatively charged secondary ions were regis-
tered. Detailed description of the experimental conditions can be
found in [12].

Magnetic-sector secondary ion mass spectrometer CAMECA IMS7f
employs Cs™ primary ions with an impact energy of 5.8 keV and an
incidence angle of 32° relative to the surface normal (the accelerating
and sample potentials were 7 keV and 1.2 keV, respectively) while
the positive secondary ions are detected. The primary beam was
scanned over a 250 um x 250 pm area, and the secondary ions were
collected from a central region of 60 um in diameter. The “energy
window” of the spectrometer was fully opened (130 eV), and the
mass resolution was M / AM = 400. The crater depths were mea-
sured by an AMBIOS XP-1 surface stylus profilometer by Ambios
Technology (Santa Cruz, USA).

The home-built TOF-LEIS-SIMS at IPE BUT consists of two ion
sources, a mass analyzer and a TOF analyzer installed in a ultra-high
vacuum chamber with a base pressure of 3 x 108 Pa. For SIMS mea-
surements an electron impact ion source ISE 100 (0.5 keV/300 nA
Kr*, 0.3 mm spot size) by Omicron (Houston, USA) and a quadrupole
mass analyzer QMS 421 by Balzers-Pfeiffer (Asslar, Germany) were
used. The incident ion beam (45° relatively to the surface normal)
was scanned over a squared area of 24 mm?; the analyzed zone of
the crater was limited to 16% of the total area by means of optical
and electronic gating. During the measurement the pressure in the
chamber was maintained at 9 x 10~ ° Pa; with oxygen flooding the
total pressure increased to 8 x 10> Pa.

The standalone TOF-LEIS spectrometer is described in detail else-
where [13]. In brief, an electron impact source 1403 by Nonsequitur Tech-
nologies (Bend, USA) produces a 3 keV He™ beam with a 0.3 mm spot
size. The neutrals were suppressed in the source using the beam bending
optics and blanking facility. lon pulses were generated by beam electro-
static chopping over an aperture at the beam crossover point inside the
ion source. The chopping pulses of 200 V/70 kHz were generated by a
pulse generator AVRL-3-PS by Avtech (Taipei, Taiwan). The He* beam
of 0.8 nA pulsed current was randomly scanned over a 4 mm? area
around the center of the sputter crater. Under these conditions LEIS can
be considered a non-destructive technique enabling the quantitative
analysis of the outermost surface layer [6,13,14]. Incident primary ions
were directed normally at the sample surface, and the laboratory scatter-
ing angle was 152°. The backscattered particles, both ions and neutrals,
were time separated using a 1105 mm-long drift tube and detected by
a set of three microchannel plates by Hamamatsu (Tokyo, Japan). The
best time resolution of the spectrometer of 15 ns was reduced to 30 ns
during the depth profiling in order to provide sufficient signal intensity.
The acquisition time for each TOF-LEIS spectrum was 100 s.

Comparative characteristics of the techniques involved in our
round-robin experiments are summarized in Table 1.

Atomic force microscopy (AFM) was used to measure the initial
surface roughness of the samples and the roughness at the bottom




image34.png
98 B. Ber et al. / Thin Solid Films 540 (2013) 96-105

of the craters after sputter depth profiling. Different instruments
were involved in this study: a Dimension 3100 by VEECO (Plainview,
USA) in tapping mode with a raster of 10 pm x 10 pum for the mag-
netic SIMS, a SOLVER by NT-MDT (Zelenograd, Russia) in contact
mode with a raster of 10 um x 10 um for the TOF-SIMS, and a
NT-MDT NTegra Prima (contact mode, raster 5 pm x 5 pm) for the
samples analyzed by pulsed RF GDOES and TOF-LEIS-SIMS.

3. Results

Raw depth profiles, in a semi-logarithmic scale, obtained by
pulsed RF GDOES and SIMS are shown in Fig. 2 for the sample
PM596 and in Fig. 3 for the sample PM615. In the case of pulsed RF
GDOES (Figs. 2a and 3a), the bombarding ions were Ar* with mean
impact energy of 50 eV. We measured the intensity of the light emis-
sion of excited sputtered atoms at wavelengths of 381.411 nm (Mo),
251.611 nm (Si), 249.678 nm (B), and 156.144 nm (C). For the
PM596 sample (Fig. 2a), the number of fully-resolved periods was es-
timated to be 59. The time scale in both figures is corrected to the
“dead time” arising due to instability of glow discharge at the begin-
ning of the measurements. We shifted the time null point for
0.607 s (Fig. 2a) and 0.619 s (Fig. 3a). With deeper penetration into
the sample structure only the depth profile of carbon exhibits a con-
tinuous decrease in intensity, however without decay of the signal os-
cillations. In our opinion this profile can be considered as a result of
two contributions — one of them relating to carbon originating from
the B4C barrier layers and the other one from contamination. For
the PM615 sample (without the B4C barrier layers), an evident degra-
dation of both Mo and Si profiles versus the sputter time (the depth of
sputtering) is observed (Fig. 3a).

For the TOF-SIMS, only the first 10 periods of the structures were
analyzed (Figs. 2b and 3b). Various sputter (Cs™ and O5") and analysis
(Bi* and Bi3") ions with different energies were employed. The best
results in terms of the signal modulation and sensitivity were
obtained with 1 keV Cs™ and 25 keV Bi7 ions. For that combination,
the depth distributions of positively charged atomic Mo™ (sum of
all isotopes), Cs3'B* and 28Si* secondary ions are shown in Figs. 2b
(PM596) and 3b (PM615). Further experimental data will be pub-
lished elsewhere. As compared with pulsed RF GDOES, the introduc-
tion of B4C layers does not induce significant difference between the
measured profiles.

The smoothed depth profiles (in a linear scale) of the most intense
negatively charged molecular secondary ions (Bz, CB~ and MoC™)
related to B4C layers in the PM596 sample are presented in Fig. 4. In
that case, the TOF-SIMS analysis was performed using 25 keV atomic
Bi* ions.

For CAMECA IMS7f with a magnetic sector mass analyzer (hereinafter
this instrument will be called the magnetic SIMS or M-SIMS) we chose
molecular ions MCs™ (where M is B, Si or Mo) as the characteristic

Table 1

ions. In spite of the fact that the mechanisms of secondary ion formation
under Cs™ bombardment and deposition are still debated (for recent ref-
erences, see [15,16]), Cs-based SIMS [17] allows for the minimization of
matrix effects, which greatly influence the secondary ion yields. The
same secondary ion species and MCs3 were analyzed in [5], when the
Mo/B4C/Si interferential mirrors were studied by a CAMECA IMS5F. In
our case, non-degraded profiles were obtained for both samples with
58 resolved periods (Figs. 2c and 3c). No significant difference between
the data of the PM596 and PM615 samples was observed. However,
the signals of Si and Mo within each period overlapped, and in case of
SiCs™ were split into two parts (see the inserts in Figs. 2c and 3c) —
phenomena which was not observed for pulsed RF GDOES and
TOF-SIMS. One possible explanation could be the ion-induced distortion
of the interfacial region by Cs* ions with high impact energy (5.8 keV) —
the highest in our experiments. In principle, in CAMECA IMS7f this ener-
gy can be reduced to 1 keV or lower, however, it results in the decrease
of the sputter rate and increase of the analysis time.

The final crater depth in the magnetic SIMS was measured for both
samples using an AMBIOS XP-1 profilometer. Assuming a constant sput-
ter rate, we obtained the values of 5.71 nm-min~ ' and 6.88 nm-min~'
for the PM596 and PM615 samples, respectively. This is only average
since for our samples the sputter rate of individual layers varies signifi-
cantly from each other. The B4C layers in the sample PM596 cause a de-
crease of the overall sputter rate as compared to the sample PM615.
Using this data, we converted sputter time into depth of sputtering in
Figs. 2c and 3c (upper X-axis).

The depth profiles of the first 10 periods of the P596 in a linear
scale are shown in Fig. 5. In the case of the magnetic SIMS, the inten-
sity of M;Cs™ ions (where M; is the main isotope of B, Si and Mo) is
normalized using the conventional procedure for the matrix elements
in Cs-based SIMS [17]

Ivcs(@/y);
— ;i 1
e = S hyetam, 0

where Jycs are the normalized intensities of M;Cs ™ peaks, Iyics are the
experimentally measured intensities of these peaks, ¢ is the sensitiv-
ity factor of M-element, y; is the abundance of the corresponding iso-
topes. As a rough estimate we assume that all sensitivity factors are
equal to unity.

Depth profiles of Mo™ (sum of all isotopes) and 2°Si* secondary
ions obtained by the quadrupole-based SIMS (Q-SIMS) with oxygen
flooding are presented in Fig. 6a (PM596) and b (PM615). Since the
sputter rate of both samples was very low, only a few periods were
measured. The Mo ™ peaks of the second period and those subsequent
are split; a small component (pre-peak) from the left (ascent part) of
the main peak related to the actual Mo layers is observed. Similar fea-
ture was seen on the Si™ profiles although from the right (descent

Comparative characteristics of the techniques involved in the sputter depth profiling of Mo/B4C/Si and Mo/Si multilayer nanostructures.

Technique Sputter/analysis ions Type of analysis and detected signal
Type Impact Incident ~ Current density, ~Sputtered area, ~Analyzed
energy, keV angle®  pA-mm 2 mm? area (%)

Pulsed RF GDOES ~ Ar* 0.05 0-5 30 12.5 100 Optical emission spectroscopy of excited sputtered
atoms — Mo, Si, B, C

TOF-SIMS Cs*/Bif (Cs*/Bi*)* 1/25 45 14 62.5x 1072 4 Mass analysis of secondary ions: positive — Mo, Si;
negative — B,, CB, MoC

M-SIMS Cs™ 5.8 32 0.32 62.5 x 1073 45 Mass analysis of positive secondary ions — CsSi, CsMo, CsB

Q-SIMS Kr+ 0.5 45 125 x 1073 24 16 Mass analysis of positive secondary ions — Mo, Si

TOF-LEIS Kr*/He* 05/3 45 125 x 1073 24 16 Energy analysis of back-scattered He™ and He®

Note:

? For negative secondary ions.
b For sputter ions, in degrees to the surface normal.
© For sputter ions.
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Fig. 2. Depth profiles of the PM596 sample by pulsed RF GDOES (a), TOF-SIMS (b) and
magnetic SIMS (c) in a semi-logarithmic scale. For (a), the time scale is corrected to the
“dead time” (signal spikes) of 0.607 s. The insert in (c) shows the beginning of the pro-
files in a linear scale. For (c), the sputter time is converted into the depth of sputtering
by assuming constant erosion rate of 5.71 nm-min~".

part) of the main Si* peak. These peaks were found to be more pro-
nounced in case of the PM596 sample (with B,4C layers).

The origin of these peaks is not clear but matrix effects influencing
the secondary ion yield is a possible cause. We reduced these effects
by oxygen flooding of the samples. Comparison of simultaneously
measured SIMS and TOF-LEIS depth profiles shown in Fig. 6¢ for the
PM596 sample helps us to verify negligible matrix effects. Both pro-
files, of the Mo™ secondary ions and He (He® + He™) projectiles
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Fig. 3. Depth profiles of the PM615 sample by pulsed RF GDOES (a), TOF-SIMS (b) and
magnetic SIMS (c) in a semi-logarithmic scale. For (a), the time scale is corrected to the
“dead time” (signal spikes) of 0.619 s. The insert in (c) shows the beginning of the pro-
files in a linear scale. For (c), the sputter time is converted into the depth of sputtering
by assuming constant erosion rate of 6.88 nm-min~".

backscattered from Mo atoms in the topmost surface layer, reason-
ably match with another demonstrating similar pre-peak compo-
nents from the left side of the main Mo peak. Since low-energy He™
scattering, especially with the registration of both neutral and ion
fractions as in our case, is not influenced by any matrix (ionization)
effects, these pre-peaks are caused by an actual changing in Mo con-
centration. It is worth noting that similar splitting features are ob-
served for B peaks in the pulsed RF GDOES profiles (Fig. 5a) and for
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the normalized peaks of cesiated secondary ion species in the case of
the magnetic SIMS (Fig. 5¢).

The data on average roughness, R,, measured on the surface and at
the bottom of the sputter craters are shown in Table 2. The measure-
ments were carried out using different AFM instruments (see
Experimental details section). The initial surface roughness of the both
samples is found to be similar, within the range from 0.13 nm to
0.22 nm. Only for the samples analyzed by TOF-SIMS, where roughness
is measured with a NT-MDT SOLVER, the R, data differ from each other
and also diverge from the results obtained in other laboratories.

For the PM596 sample (with B4C barrier layers) after the depth
profiling using magnetic and quadrupole-based SIMS, the average
roughness increased by a factor of 1.7 and 1.6, respectively. For the
PM615 sample (without B4C barrier layers) the roughness increased
9 times in case of the M-SIMS and less than 2 times for the Q-SIMS
(only 8 periods were sputtered). For the samples analyzed by
TOF-SIMS using 1 keV Cs™ sputter ions, no significant difference in
the roughness before and after depth profiling was observed. In case
of pulsed RF GDOES, we measured the roughness after sputtering of
30 periods since with completing depth profiling the bottom of crater
was deep in Si substrate. The increase of R, values was observed for both
samples, however, greater for the PM615 sample. On the whole, the
roughness after ion-beam bombardment for the sample without B,C
barrier layers was found to be greater for every technique.

The degradation of depth distributions under ion-beam sputtering
can be characterized by the modulation factor K; = Iyax / Imin, Where
Imax is the intensity corresponding to the maximum of Mo™, Si* and
B3 peaks of i-period, and I, is estimated as an arithmetic average of
the valley intensities at the left (rising) and right (decaying) edges of
these peaks. Such an approach was used in our previous works relat-
ed to the depth profiling of CrN/AIN multilayer coatings [2,18]. The
results of the PM596 sample obtained by pulsed RF GDOES and
SIMS are shown in Fig. 7 (for the magnetic SIMS, we used the normal-
ized data presented in Fig. 5¢). The modulation factors of both Mo and
Si layers by TOF-SIMS surpass the ones measured by other methods.
While for pulsed RF GDOES and magnetic SIMS the K-values are prac-
tically constant across the whole thickness of the samples (see
Table 3), in case of TOF-SIMS this factor for the Mo layers decreases
from the surface towards the substrate (Fig. 7a), and for the Si layers
(Fig. 7b) it maximizes at the period #5 and then exhibits a fast decay.
For the Q-SIMS, both modulation factors also decrease towards
deeper layers, however the number of the measured periods was
not enough to grasp the true behavior of this dependence.

For the barrier B4C layers, the modulation factor was calculated
only for the TOF-SIMS profile of By cluster ions shown in Fig. 4. Its
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Fig. 5. Depth profiles of the first 10 periods (from the surface depthward the sample) of
the PM596 sample by pulsed RF GDOES (a), TOF-SIMS (b) and magnetic SIMS (c) in a
linear scale. Data in (c) are normalized.

value tends to decrease under ion-beam sputtering of the sample,
however with a small bump over the range of 4-6 periods.

Fig. 8 shows for the PM596 sample how the relative thickness of
different layers changes versus the period number. For that, we mea-
sured Atos (the full width at half of the maximum (FWHM)) of the
peaks of Mo and Si profiles by pulsed RF GDOES and TOF-SIMS
(Fig. 5a and b, respectively), and Atq s of the By profile by TOF-SIMS
presented in Fig. 4. These data were normalized with respect to the
thickness (the time of sputtering, At) of the 1st surface layers of Mo,
Si and B4C for TOF-SIMS but with the 2nd layer of Mo and 3rd layer of
Si for pulsed RF GDOES since the surface peaks were not so well
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resolved. The relative layer thickness for the magnetic and quadrupole-
based SIMS was not calculated due to strong peak distortions (Figs. 5¢
and 6a).

The curves presented in Fig. 8 demonstrate that the relative layer
thickness depends on the sputter depth differently for TOF-SIMS and
pulsed RF GDOES. In the first case, At s/At continuously increases, es-
pecially for the Mo layers, but for pulsed RF GDOES profiles it remains
practically constant and even exhibits a small decrease when we pen-
etrate deeper into the sample structure.

Table 2
The average roughness R, (nm) on the surface and at the bottom of the sputter craters
measured by AFM.

Method of depth profiling PM596 PM615

Surface Crater Surface Crater
Pulsed RF GDOES 0.19 0.7 0.17 1.0°
TOF-SIMS 1.04 1.28 0.6 0.53
Magnetic SIMS 0.14 0.24 0.13 113
Quadrupole-based SIMS 0.2 031> 0.22 041°¢

Note:
2 After sputtering of 30 periods.
b After sputtering of 4 periods.
© After sputtering of 8 periods.

For the different layers of the first and second surface periods of the
PM596 sample we estimated the depth resolution (the interface width)
Atosa — 016 Via the time of decrease of the corresponding signals from
84 t0 16% 0f I at the decaying edge of the peak. These data were nor-
malized with respect to the sputter time t, — | between the maxima of
the 1st and 2nd peaks and are presented in Table 4. The best depth res-
olution of Mo peaks was obtained using quadrupole-based SIMS; the
TOF-SIMS results are better than those achieved by pulsed RF GDOES.
For the 2nd period, the depth resolution of Mo peak is worse than
that of the Si for both TOF-SIMS and RF GDOES measurements.

Regarding the rapidity of analysis, pulsed RF GDOES is without com-
parison the fastest method — less than a minute for complete depth
profiling. For the magnetic SIMS this time is ca. 1 h, and about the
same time is expected for TOF-SIMS. At its present development stage,
the analysis time for the home-built TOF-LEIS-SIMS (more than 2 h
for every period) in spite of some interesting results is not suitable for
a practical depth profiling of multilayered structures.

4. Discussion

In the past two decades, many articles and books covering various
aspects of sputter depth profiling by different analytical techniques
have been published [19-22] (to name but only a few works). In this
paragraph we discuss the most important bombardment-induced ef-
fects influencing the experimental results presented above. Our focus
is on crater geometry (crater edges, re-sputtering from the crater
walls), ion-induced roughening, compositional changing due to atomic
mixing and matrix (ionization) effects.

4.1. Crater geometry

For SIMS instruments using the same primary ion-beam for sam-
ple sputtering and simultaneous production of analytical signals (sec-
ondary ions) the problems relate to non-uniform crater geometry and
re-sputtering from crater walls are generally overcome by limiting
the analysis region to only the central part of the bottom of the crater
by means of optical and/or electronic gating [23]. In our experiments,
the analysis region was set to 4.5% and 16% in area for the M- and
Q-SIMS, respectively. For the TOF-SIMS, operating in dual beam
mode, the analysis region bombarded by Bi* or Bij ions was 4% of
the squared sputter area eroded by the Cs* beam. Thereby, under
proper adjustment of SIMS instruments the contribution of crater
edges and walls to the measured depth profiles should be negligible.

This is quite different in the GDOES experiments, where the whole
sputter area participates in the generation of analytical signals arising
from sputtered atoms. Escobar Galindo et al. have shown [24,25] that
for Cr/Ti coatings with various layer thicknesses the edge wells
around the crater, those are deeper than the central part of the crater
bottom, cause a raise of the profile relating to subsequent layer and
lower-angle decaying of the top layer profile before reaching the in-
terface. For thick films (500 nm Ti/500 nm Cr) [24], these effects
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file by the TOF-SIMS shown in Fig. 4. The numeration of the periods is the same as in Fig. 5.

were found to be more pronounced, when crossing an interface towards
the layer with higher sputter rate (Cr) than vice versa. When one pen-
etrates deeper into the sample structure, the distortion became more
noticeable. Re-sputtering of the materials deposited onto the crater
walls contributes to the lengthening of the peak tails after crossing the
interfacial region; this contribution is greater when the top layer has a
higher sputter rate than the subsequent one.

When reducing the thickness of individual Cr and Ti layers
(<150 nm) [25], not only the interfaces, but the whole profiles get
distorted due to the continuous change in shape of the sputter crater
after crossing each interface. It was shown [25] that the modulation
factor decreases for both Cr and Ti layers with the penetration being

deeper in the sample structure, and the thinner the layers the greater
degradation of profiles. The more rapid degradation of the Ti profile
as compared with the Cr one was explained in terms of the lower
sputter rate of titanium.

Let us verify the applicability of these findings to our experimental
results taking into account that the layers studied in the present work
were considerably thinner than those investigated in [24,25], and the
number of periods was much bigger. Before doing so we estimated
the sputter rate of bulk pure Si and Mo as

M-Y
VspDCT (2)

where M is the mass of sputtered atoms (28.1 and 95.9 uma for Si
and Mo, respectively), p is the mass density of layers (2.33 and
10.2 g-cm~> for Si and Mo [26], respectively), Y is the sputtering
yield (for normally incident 100 eV Ar* ions we found 0.07 and
0.13 ation~! for polycrystalline Si and Mo [27,28], respectively). It
should be noted that we consider sputter rates in terms of “sputter
volume per time”, not “sputter mass per time” as typically accepted
in GDOES measurements. In our opinion, sputter rate definition via
“volume/time” is more suitable for round-robin study of ultra-thin
multilayer structures using different sputtering techniques.

From Eq. (2) we obtained that for bulk materials or thick films the
sputter rate of molybdenum is double the value for silicon that should
result in the faster degradation of the Si profile. However, for ultra-
thin multilayers sputtered by low-energy ions the situation is more
complex, especially when the atomic mass of layer materials is quite
different like Mo and Si (Mmo/Ms;i ~ 3.4). It was shown [29,30] that
not only isotropic linear collision cascades, but direct-knock-off and
reflective-ion collisions contribute to sputtering of such systems, and
this contribution increases with decreasing of the bombarding energy.
This effect termed sputter yield amplification [31] can have an influence
on the sputter rate at the interfacial regions, and the value of this change
depends on the sequence in which layers are sputtered.

As mentioned in the previous section, an evident degradation of
both Mo and Si profiles versus sputter time was observed for the
PM615 sample (without B4C layers); for the PM596 sample (with B4C
layers) we revealed a constancy of the modulation factors (Fig. 7a, b
and Table 3) and the relative layer widths (Fig. 8a and b) across the
whole thickness of the sample. Besides, the mean value of the modula-
tion factor of the Si layers (1.95) is a little higher than that of the Mo
layers (1.83). Of course, due to the contribution of the crater edges the
maxima and minima signals corresponding to consecutive layers
never reach 100% modulation for both samples, but at the same time
the influence of crater geometry cannot explain the significant differ-
ence between the pulsed RF GDOES depth profiles of these samples,
shown in Figs. 2a and 3a.

4.2. lon-induced roughening

It is well documented in literature [32,33] that GDOES experi-
ments induce an inherent surface roughening. In our case, the aver-
age roughness of both initially flat samples (see Table 2) increased
after the sputtering of 30 periods and reached 0.7 nm and 1.0 nm
for the PM596 and PM615 samples, respectively. However, such little
difference in our opinion cannot be considered the only root of the

Table 3
Average modulation factor of Mo and Si layers of the sample PM596 (SD means stan-
dard deviation).

Method Modulation factor, K

Mo layers Si layers
Pulsed RF GDOES 1.83 (SD 0.22) 1.95 (SD 0.32)
Magnetic SIMS 138 (SD0.12) 1.97 (SD 0.14)
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Fig. 8. Relative thickness of Mo (a), Si (b) and B4C (c) layers versus the period number
of the PM596 sample. For B4C layers, the relative thickness is calculated only for the By
profile by TOF-SIMS shown in Fig. 4. The numeration of the periods is the same as in
Fig. 5.

abovementioned difference between the depth profiles of these sam-
ples shown in Figs. 2a and 3a.

For the M-SIMS (5.8 keV Cs™ sputter ions) and Q-SIMS (0.5 keV
Kr" sputter ions) we revealed that the introduction of B4C barrier
layers also suppresses the roughening of the PM596 sample as com-
pared with the PM615 sample. However, it does not greatly affect
the sputter depth profiles of these samples, as well as in case of the
TOF-SIMS experiments with 1 keV Cs™ sputter ions, for which no dif-
ference between the R, data of initial surface and after the sputter
depth profiling was observed.

4.3. Atomic mixing

Atomic mixing (primary recoil and collision cascade mixing,
radiation-enhanced diffusion mixing, etc. [34]) is a fundamental pro-
cess accompanying any sputter depth profiling experiments. For mul-
tilayers, it results in the broadening of interfaces, degradation of
profiles (decrease of the modulation factors) and asymmetry of the
peak shape depending on the ballistic parameters (mass of sputtered
atoms and bombarding ions, impact energy), thermodynamic fea-
tures of layer materials, and the sequence of layers [22,35-37]. Gener-
ally, minimizing the ballistic mixing is achieved by lowering the
energy of bombarding ions; it decreases penetration (mixing) depth
and extent of collision cascades.

In sputtering multilayer structures Mo/Si, Mo/B4C and Ni/C by Ar™
it was found [35] that Auger depth profiles remained partly distorted
even at 600 eV impact ion energy, since in that energy range not only
linear isotropic cascades but also primary recoils (knock-on atoms)
start to contribute to sputtering events. The authors [35] proposed
that the lighter atoms (Si, C) are sputtered more efficiently due to
reflecting scattering on the heavy atoms (Mo, Ni) of the underlying
layer. As a result, the peak of higher mass component shows asymme-
try in the form of an enhanced trailing tail on back side, and the peak
of lower mass component displays a more abrupt trailing but a low
grade rising edge.

In our experiments, we did not find an appreciable asymmetry in
the form of Mo and Si peaks (except the first surface peaks) for pulsed
RF GDOES, however the rising edge of B peaks is split (Fig. 5a) prob-
ably due to the presence of carbon (hydrocarbon) contamination. In
the case of TOF-SIMS, the enhanced trailing tail is observed for Mo™
peaks (Fig. 5b). For negative secondary ions (Fig. 4), both B; and CB
~ peaks demonstrate evident bumps from the right part of the main
peaks, at the boundary between B4C and Si layers. For magnetic
SIMS, the raw depth profiles of both samples (see inserts in Figs. 2¢
and 3c) show pre-peaks on the rising edge of SiCs™ peaks, however
the normalized data (Fig. 5¢) exhibit such features on the back side
of the peaks. A more complex situation is observed with the profiles
obtained by quadrupole-based SIMS (Fig. 6), and we will discuss
these results in more detail.

The pulsed RF GDOES and TOF-SIMS data presented in Table 4 show
that the relative depth resolution (interface width) is better for the
layers composed of light atoms (B and Si) than heavier one (Mo), espe-
cially for the 2nd period, which is less contaminated. This confirms the
influence of cascade collision anisotropy on the sputtering of multilayer
stacks. One should take into account that the cascade anisotropy results
in recoil implantation (Mo in Si and vice versa). Our rough estimate
using the SRIM-2008.04 code [38] shows that 0.3 nm-thick B4C layer
can fully suppress such implantation in the case of the pulsed RF
GDOES experiments. Besides, the analyzed samples may be heated by
the intense bombardment from the plasma, and B4C layers can also sup-
press interlayer diffusion.

Overall, the mechanism(s) of sputtering with ultra-low energy par-
ticles (ion and neutrals from the plasma) differs from the mechanism of
isotropic linear cascade collisions that dominate at bombarding ener-
gies above 300-500 eV. This is one of the reasons why for the more en-
ergetic bombarding ions (0.5 keV Kr™, 1 keV and 5.8 keV Cs") used in

Table 4

Sample PM596: the relative depth resolution (interface width) Afpgs — 0.16/t> — 1 esti-
mated for the different layers of the 1st and 2nd periods (the numeration from the sur-
face towards the substrate). Data were normalized with respect to the time t; _ ;
between the maxima of the 1st and 2nd corresponding peaks.

Period Pulsed RF GDOES TOF-SIMS Q-SIMS
B Si Mo By 28gj+ Mo* Mo*

1st - - - 024 043 035 0.14

2nd 024 024 043 018 025 027 0.16
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the quadrupole-based, TOF- and magnetic SIMS, respectively, this layer
cannot serve as an anti-mixing barrier to suppress broadening of the in-
terfaces with deeper penetration into the sample structure.

4.4. Matrix (ionization) effects

Secondary ions constitute a rather small fraction of sputtered par-
ticles, and change-exchange processes at solid-vacuum interface can
strongly influence their intensities. Secondary ion yield variations,
known as the SIMS matrix effects, depend on the electronic and vibra-
tional states of both sputtered species and surface as well as on the
chemical bonding of species to surface. On the contrary, in GDOES
technique the sputtered species involved in the analysis are excited
in the gas phase and only small matrix dependence is observed.
Low-energy ion scattering is practically free of any matrix contribu-
tion too. Thereby, in our experiments only SIMS depth profiles could
be subjected to matrix (ionization) effects.

Very recently [39], the matrix contributions in the sputter depth pro-
filing of [5 x (10 nm Si/10 nm Ti)] multilayers on Si(001) substrate have
been studied by quadrupole-based SIMS and resonance-enhanced
multiphoton ionization sputtered neutral mass spectrometry (REMPI-
SNMS) using a 1 keV Ar* primary ion beam. It was shown that in the
SIMS measurements the profiles of atomic and molecular titanium ions
are strongly distorted at the interfaces between Si and Ti layers in com-
parison with the REMPI-SNMS data. By means of X-ray photoelectron
spectroscopy (XPS), the authors [39] revealed the presence of TiSi, in
these regions, probably introduced during the sample deposition. Where-
as there is no great difference in Ti® yields of titanium and titanium sili-
cides, the sputter ion yield of Ti* from TiSi, is five times higher than
that of pure titanium.

In principle, the enhanced trailing tail of Mo™ peaks observed in
the TOF-SIMS experiments (Figs. 2b, 3b and 5b) can be attributed to
the formation of silicides at the Mo/Si interfaces [40]. The presence
of different silicides, MoSi, and MosSis, at the interfacial regions of
B4C/Mo/Si multilayer mirrors was confirmed by XPS [41]. However,
in our experiments the trailing tail of Mo™ peaks only became appar-
ent at levels below 20% of the maximum peak intensity. The peak
asymmetry estimated via the ratio of areas of the decaying and rising
edges of the peak is less than 1.33 for all peaks, shown in Fig. 5b. Fur-
thermore, we did not detect any Mo,Si, molecular secondary ions, ei-
ther in the positive or in the negative modes. Relying on these
experimental results, we believe that influence of matrix effects on
the TOF-SIMS depth profiles presented in our paper to be minimal.

To finalize our discussion, we will focus on the profiles obtained by
the quadrupole-based SIMS with oxygen flooding (Fig. 6). Most likely
due to the long duration of the analysis (more than 2 h for each peri-
od) we observe ion-stimulated diffusion (segregation) of molybde-
num into the Si layers and vice versa. We have not ruled out the
possibility that oxygen flooding together with ion-beam bombard-
ment stimulates the formation of localized SiO, islands at the Si-Mo
interfaces. These islands have a lower sputter rate than that of pure
silicon and molybdenum. Since the introduction of B4C layers de-
creases the sputter rate of the PM596 sample as compared with that
of the PM615 sample (see Fig. 6a and b), both the inter-layer diffusion
and SiO, formation are more pronounced for the first sample due to
longer ion-beam sputtering and exposure to an oxygen rich atmo-
sphere. For the magnetic SIMS, the peaks of cesiated secondary ion
species (Fig. 5¢) are distorted in a similar way as in case of the
Q-SIMS; however, we are inclined to attribute these distortions to
the normalization of the experimental distributions.

5. Conclusion
Comparative sputter depth profiling of the periodic nanometer-thick

Mo/B4C/Si and Mo/Si multilayers has been carried out at four laborato-
ries using two different commercial SIMS instruments, a pulsed RF

GDOES and a home-built TOF-LEIS-SIMS. The pros and cons of each in-
strumental approach can be summarized as follows:

(1) The modified glow discharge optical emission spectrometer
GD-Profiler 2 from Horiba Jobin Yvon with pulsed RF operation
provides a rapid (less than a minute for the complete profiling)
and sensitive analysis. The fully resolved signal oscillations
with approximately constant relative peak width and modula-
tion factor (1.83 for Mo and 1.95 for Si layers) were obtained
for Mo/B4C/Si structure (the PM596 sample); in case of Mo/Si
stack (the PM615 sample) damped profiles were observed. In
our opinion, B,4C layers act as a barrier for the ballistic atomic
mixing and ion-simulated interlayer diffusion, suppressing pro-
gressive broadening of the interfaces with deeper penetration
into the PM596 sample.

Using a TOF.SIMS-5 by IONTOF with 1 keV Cs™* for sputtering and

25 keV Bi3 for analysis, the best modulation factors for the sur-

face peaks (ca. 21 for Mo, more than 35 for Si and 15 for B,C

layers) were obtained. However, the complete depth profiling of

both samples was not carried out; only the first 10 periods were
analyzed, and no significant difference between the data of the

PM596 (with B4C layers) and PM615 samples was observed.

Since the modulation factor and relative layer thickness were be-

coming worse with deeper penetration into the samples struc-

ture, their final values (close to Si substrate) remain unknown.

(3) A Cameca IMS7f with 5.8 keV Cs™ primary ions took approxi-
mately 70 min for the completion of the depth profiling of each
sample. All peaks in the profiles of cesiated secondary ions
were resolved and average modulation factors were estimated
to be 1.38 for Mo and 1.97 for Si layers in the PM596 sample.
However, the peaks pertaining to different layers were
overlapped, and in the case of SiCs™ were split. It is evident
that the Cs™ impact energy should be lowered in order to mini-
mize jon-induced atomic mixing. However, as has recently
shown [42], low-energy Cs™ ions may also disguise the real
depth distributions of multilayered structures, especially when
composed of elements with large mass difference.

(4) The best relative depth resolution of surface Mo layers was
obtained with the home-built TOF-LEIS-SIMS. However, at the
present stage of development it is suitable to analyze only a few
surface layers since more than 2 h is needed to sputter each
7 nm-thick period. Such very long sputtering together with oxy-
gen flooding complicates the interpretation of experimental re-
sults due to the probable formation of isolated silica islands at
the inter-layer boundary and ion-stimulated diffusion (segrega-
tion) process.
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A novel time of flight SIMS analyzer provides a new approach to SIMS analysis as an addition to a focused ion beam SEM
instrument. The combination of this analyzer with a high current plasma ion source offers new opportunities for analysis, par-
ticularly in the study of coatings, which require ultra-deep profiling. Use of this instrumentation showed the ability to detect
and quantify a number of elements. Quantification was obtained for Li, Na, K ion implanted in Si and for B in a sample with
known concentration. Use of the electron beam from the electron column permitted analysis of 300-nm SiO,/Si implanted with
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I

Introduction

There has been continuing interest to employ the high spatial
resolution of focused ion beam (FIB) instruments to provide
elemental analysis. Numerous studies were made at lateral reso-
lution less than 50 nm, especially, by Levi-Setti and Nihei with
magnetic sector analyzers on minerals, biological specimens,
amd semconductor matera sV The development of rap'd
FIB prepared lift out specimens showed the possibility to apply
these specimens to a range of analytical methods, including
FIB-SIMS.! Ga* beam size less than 10 nm is commonly available,
and 2.5nm has been achieved. However, low secondary ion
yields with Ga* have limited the application of this method.
Approximately, a factor of 30 increase in secondary ion yield is
needed to adequately detect the majority of the elements of
terest It aas been known thet secondary jon vields for Ga™
bombardment of the same elements in Si and SiO, showed much
higher secondary ion yields for the oxide, similar to that obtained
using OF primary beaml® For secondary positive fons, use of a
combination of low energy O3 primary beam and oxygen flood
has shown the ability to exceed the desired factor of 30 for a
silicon matrix.'*”!

Of the possible analyzers, magnetic sectors have had limited
appcation wih only twe nstruments, ™ and quadrupo’e ana-
‘yrers could prov'de a ow ussfU vield by comnpar’san, ™ The de-
velopment of a time of flight SIMS (TOF-SIMS) analyzer that can
be mounted on a combination FIB and scanning electron micro-
scope (SEM) platform warrants study. A novel TOF-SIMS analyzer
provides a new approach to SIMS analysis as an addition to a Ga
FIB-SEM instrument.""")

The concurrent development of a high current plasma ion
source coupled with an SEM column added additional possibili-
2esl' ' niva resulis with the TOF-SIMS anayzer showed high
secondary ion yields compared with Ga* liquid metal ion source.
This paper summarizes the quantitative results obtained using
the plasma ion source and TOF-SIMS analyzer on a series of Si
samples with known impurity concentrations.

Instrumentation

The FIB-SIMS is composed of a FIB and SEM mounted on a
TESCAN FERA platform with a TOFWERK AG TOF-SIMS analyzer
developed with EMPA (The Swiss Federal Laboratories for
Materials Sclence and Technolegy) and TESCAN I uses an or
thogonal design with pulsed secondary high voltage. The config-
uration of the analyzer is a reflectron with 0.5 m path length, which
provides a mass resolution of 800. The collection optics are 8 mm
from the sample. Lateral resolution is approximately 40 nm. The
pressuies are <9x 10 "Pa In anavsis chamosr and 10 P in
the TOF chamber, which has a separate ion pump. Both positive
and negative secondary ions can be detected with this instrument
but this study will concentrate on positive secondary ions.

Experiments to enhance secondary ion yields for Ga* bom-
bardment were made with NTI Crossbeam Model 1403 from
Nonsequitur Technology with thoria coated filament to prevent
filament loss with use of oxygen.

The FIB column uses plasma ion sources from Orsay Physics.
The plasma sources have a high current capability of 2 pA at
30kV. Xe also sputters faster than Ga, and with Xe, the sputtering
rate is approximately 50 times faster than that for a Ga column
with 50 nA maximum current. Much deeper analyses are possible
because a 250 umx 250 um crater in Si can be sputtered to

* Correspondence to: F. A. Stevie, Analytical Instrumentation Facility, North
Carolina State University, 2410 Campus Shore Drive, Raleigh, NC 27695, USA.
E-mail: fred_stevie@ncsu.edu
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Central European Institute of Technology, Technicka 3058/10, CZ-616 00, Brno,
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140 um depth in 1 h. This capability cannot be overstated as SIMS
depth profiles taken to 100 um are very rare. For the analyses
in this study, two gas sources were used with the following
parameters: Ar 30kV 17 nA 100pm x 100um raster and Xe 30 kV
20nA 100pm x 100um raster for respective ion dose rates of
1.06x 10'° and 1.25x 10'® ions/cm?s.

The soeces L, “Na, and **K were ‘moanted (o a dose of
1% 10" atoms/cm? at 70, 100, and 100 keV, respectively, into Si.
In addition, a BF, implant in 300-nm SiO, layer on Si was
obtained for analysis and a sample with known B concentration.

Results and discussion

Initial measurements were intended to obtain yield enhance-
ment of Ga* bombardment with O at low energy and oxygen
flood, s'm’ar 1o ear'er studes ™ Trese exzerments d'd snow
significant secondary ion yield improvement for Ga* bombard-
ment of Si as measured on 2Si* and °Si* with the addition of
03 bombardment at 2-5 keV. However, optimization of ion beam
conditions and sample orientation for oxygen flood was difficult
to achieve with the presence of multiple items in area of analysis.
Optimization of geometry and addition of oxygen flood are
needed to obtain the two orders of magnitude increase previ-
ous'y obtaned on another mstrument

Since an instrument with Ar plasma source was available, a
depth profile of a Si sample ion implanted with Li, Na, and K,
which are elements with very high secondary ion yield, showed
peaks with good dynamic range and count rate in excess of
1x10° counts/s at the peak of the K implant. A more thorough
analysis using both Ar and Xe sources showed a dynamic range
of more than two orders of magnitude for ion implants with peak
concentration of 1x10'°atoms/cm®, and the results are
disnayed ' Fg. 1. lon doses were 94x 10" and 2.5 10'%ons/
o’ for Ar and Xe, respectvely. The resu’ts Tor Xe snowed a sma|
improvement in dynamic range over Ar. The profiles shown used
gating to remove 10% of the crater at the edges. This provided
slight improvement (less than factor of 2) in the detection limit
and indicated that the rastered beam provides a smooth crater
bottom and that the extraction parameters are well aligned.
Figure 2 shows the reduced data depth profiles, and the
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Figure 1. SIMS depth profiles of Li, Na, and K for Ar and Xe plasma
sources in counts versus arbitrary depth units.
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Figure 2. SIMS concentration depth profiles of Li, Na, and K for Xe
plasma source.

detection limits for the three elements were all below
1% 10" atornsfom?, wihich s ‘ess than 2 noma, The detected area
has not been optimized, and smaller detected area may reduce
the background count level. Crater depth was determined from
prior analyses of peak concentration depth of ion implanted
samples using CAMECA IMS-6F and stylus profilometer crater
measurement.

The alkali elements are known to provide high secondary
positive ion yields. However, the count rates achieved for Ar
and Xe were somewhat unexpected because no additional yield
enhancement was employed. Because 10% gating was used, it
should be possible to scale the size of the analysis from gated
90 umx 90 um to 10um x 10um and still have detection limits
for alkali elements well below that obtainable by techniques such
as energy dispersive spectrometry. A sample with known B
concentration was also analyzed using Ar plasma and showed a
detection limit of 2x 10'®at/cm?. For elements with low second-
ary positive ion yield, it may be possible to enhance yields with
one of the gas sources used on the FIB-SEM, or with the low
energy O3 ion source and oxygen flood mentioned earlier.

Mass spectra showed a high concentration of multiply charged
species for both Ga bombardment and for plasma sources com-
pared with O3 or Cs* bombardment at lower voltages on other
instruments. It is suspected that this is due to the high energy
bombardment.

Insulators form a major class of materials and cannot be
neglected for SIMS analysis. Use of the electron beam from the
SEM electron column permitted analysis of 300-nm SiO,/Si
implanted with BF, with the Ar plasma source. The neutralization
appears to occur through electron beam induced conductivity.
An implant shape was achieved, but dynamic range was low,
which suggests that charge neutralization was not complete.
Higher electron current density from an electron flood gun may
be needed to make effective use of the high sputtering rate capa-
bility of the plasma source. Typically, the electron current density
must be several times that of the ion current density for adequate
neutrazaton' Mass specire and destn wrofies were success-
fully obtained using Ga* ion beam at 30kV and 4 nA with 30kV
electrons at 12 nA from analysis of amazonite, which is a mineral
composed of albite (NaAlSi;Og) and orthoclase (KAISisOg). It is
planned to repeat this analysis with the plasma ion source.

wileyonlinelibrary.com/journal/sia
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Summary

The combination of plasma ion source and TOF-SIMS analyzer on a
FIB-SEM platform provides interesting capabilities. The Ar and Xe
plasma sources showed sufficient secondary ion yield without addi-
tional enhancement to obtain quantitative depth profiles for sev-
eral elements. Results should be scalable to smaller dimensions.
The high current capability of the plasma sources makes possible
depth profiles to much greater depths than typically possible,
which should lead to many new applications, particularly in the
analysis of coatings which are commonly in the range of 100 um
thick. Initial work using the SEM electron beam for charge neutral-
ization provided analysis for a 300-nm oxide layer on Si substrate.
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We have grown homoepitaxial high resistivity SiC layers on conducting SiC substrates. We develop a
method to determine the thickness of grown layers by scanning confocal Raman spectroscopy (SCRS). We
also grow epitaxial graphene on SiC layers to label the top sample surface, and, we correlate the top
surface position with Rayleigh scattering (RS). The interface between the high resistivity SiC layer and
conductive SiC substrate is probed by the transition from LO phonon to the coupled LO phonon-plasmon

Raman mode. The layer thickness measurements are verified by ellipsometry and Secondary lon Mass
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Spectroscopy (SIMS). We show that the SCRS method provides superior lateral and vertical resolution, it
is robust against errorneous conclusions based on ad-hoc models, and it is easy to implement.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

SiC is a promising successor of silicon for high power electronics
[1], operation in harsh environments at high levels of radiation [2],
high temperatures [3,4] or chemically aggressive environments [5].
These applications are driven by superior chemical and radiation
inertness of SiC, and by its large bandgap. Fabrication of layered
materials is a key technological step towards functional electronic
and optoelectronic devices based on SiC [6], or, bottom gated
epitaxial graphene on SiC [7,8]. Therefore, simple and reliable
experimental techniques to characterize the layered SiC structures
are of great industrial and research demand. However, it is chal-
lenging to measure the thickness of thin homoepitaxial SiC layers.
X-ray reflectivity (XRR) can be used to measure layer thickness in
the range =2 — 1000 nm. The main limitation of XRR is poor lateral
resolution and the requirement on a flat, laterally homogeneous
sample with a surface roughness under =5 nm. Ellipsometry can be
used to measure the layer thickness provided the indices of
refraction of the two layers are distinct. In the case of vana-
dium—doped SiC (SiC:V), which is depleted of free carriers due to
the background impurity compensation by vanadium [9], the index
of refraction is only different by 0.01 from the index of refraction of
the conducting, nitrogen—doped SiC (SiC:N) substrate in the visible

* Corresponding author.
E-mail address: kunc@karlov.mff.cuni.cz (J. Kunc).

https://doi.org/10.1016/j.jallcom.2019.02.305
0925-8388/© 2019 Elsevier B.V. All rights reserved.

spectral range. The Fourier Transform Infrared (FTIR) reflectance
spectroscopy can solve this problem [10—13]; however, the lateral
resolution is usually worse than 100 um and it also relies on
measuring interference fringes, requiring a complex data analysis.
Secondary Ion Mass Spectroscopy (SIMS) can be used to determine
the layer thickness of the vanadium—doped epilayer by probing
the vanadium profile. Therefore, SIMS can be used for the initial
calibration of the growth recipes, however, due to the destructive
nature of SIMS, this technique cannot be used for the character-
ization of actual electronic devices made of SiC layers. Here, we
show that Scanning Confocal Raman Spectroscopy (SCRS) can be
used as a non-destructive experimental technique to probe the
thickness of differently doped SiC homoepitaxial layers with a
lateral resolution of 1 um. Such resolution is necessary for the in-
spection of SiC and SiC/graphene devices fabricated by substrate
pre-patterining [14], micromachining [15] and a combination of
micromachining and SiC growth [16]. Conducting SiC exhibits a
unique coupling of LO phonon with a plasmon [17,18]. Such
coupling appears as a spectrally shifted LO phonon mode with
additional broadening and reduced intensity. We have used this
unique property of SiC to probe the thickness of the SiC homo-
epitaxial layer by using SCRS. The top surface is probed by either
Rayleigh scattering (RS) or by growing a thin layer of epitaxial
graphene on top of the SiC:V layer. Apart from ellipsometry, the
proposed method is not based on any ad-hoc models, thus, limiting
the introduction of arbitrary errors. Our proposed technique does
not require different indices of refraction of the measured layers.
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2. Material and methods

We purchased the substrate of conducting 4° off-axis SiC sub-
strate at II-VI Inc. We diced the wafer into 3.5 x 3.5 mm? samples.
The nominal conductivity of the substrate is 15-28 mQ cm. The
semi-insulating SiC:V samples (same vendor, p>10° Q cm) were
used as reference samples. The SiC layers are grown by Modified
Physical Vapor Transport (MPVT) [18] on a silicon (0001) and car-
bon (000T) face in a 100°C/cm temperature gradient. We use the
conducting SiC substrate as a seed [19] for the growth of SiC
vanadium—doped (SiC:V) layers. The temperature of the crystal
seed was 1700—1800°C, and the distance between the seed and the
source powder was 0.5 cm. The grown SiC layers were doped by
vanadium, which was achieved by add-mixing a vanadium carbide
(VC) powder to the SiC powder in a ratio 10~3:1. The growth of
SiC:V layers was performed in Ar-H forming gas (2—10% of Hp). The
growth ambient was monitored by the PrismaPlus QME220 resid-
ual gas analyser, differentially pumped to 1.2 x 10~ mbar. The
growth in a forming gas leads to stoichiomoteric Si-C vapor pres-
sure above the solid SiC phase [20] in contrast to the growth in pure
argon [21]. The crystal seed and the source powder are placed in the
vertically oriented graphite crucible. The 1 mm diameter hole is
drilled along the vertical axis of the crucible to allow the processing
gas to flow. The typical flow rate was 12—24 SLPH at pressure
170—190 mbar. We varied the growth time from 30s to 15 min to
control the layer thickness. We have studied as-grown layers as
well as Chemically-Mechanically polished (CMP) layers. The CMP
was performed in a slurry consisting of 25 wt% of colloidal silica
(100 nm particles), 5wt% of Hy0,, 0.3 wt% of KOH. The polishing
pressure was 160 kPa and the workpiece rotation was 70 RPM.

The epitaxial quasi free standing monolayer graphene (QFSMLG)
was grown on SiC:V layers to locate the top surface position and to
correlate it with RS. The graphene was grown by first growing a
buffer layer in Ar ambient at 1000 mbar and 1550°C for 5 min,
which was intercalated in Hy at 1150°C, as described in greater
detail in our previous works [23,24]. We measured the layer
thickness using the Witec Alpha 300 confocal Raman microscope.
The excitation wavelength was 532 nm, the laser spot size is 1.2 um
and the power at the sample was =20 mW. The confocal number is
0.8 Airy units, giving vertical resolution below 1 pum. We took 200
spectra in the range 0—20um, and the piezo z-stage moved
continuously 100 nm/s. The vertical resolution is limited by con-
focality at typical integration times 1—2 s. We used ellipsometry (JA
Woollam Co. RC2 ellipsometer, reflection mode, angle of incidence
60°, probed spot size was 200 pm.) to compare the results of SiC:V
layer thickness measurements obtained by SCRS. The vanadium
doping was verified by Secondary lon Mass Spectroscopy (SIMS).
The IONTOF SIMS5 instrument was used. During the TOF-SIMS
analysis, the SiC sample surface was bombarded by a pulsed
Bi + ion beam at impact energy of 30 keV and a current of
0.1-0.3 pA. The mass was measured by a time of flight analyser at
mass resolving power 5000 for Si peak. To obtain in-depth infor-
mation of the sample, an oxygen ion beam for sputtering was run
sequentially. After each sputtering sequence, the Bi + beam pro-
gressively probed the crater bottom and the depth profile of the
vanadium concentration was acquired. The Bruker DektakXT stylus
surface profiler with step-height repeatability below 0.6 nm was
used for depth calibration.

3. Results

We show a depth scan of Raman scattering measured on the
SiC:V layer in Fig. 1. The depth scan was started =1 um above the
sample surface. Then, the focal plane was gradually moved

TO phonon mode

LO phonon mode

LO phonon-plasmon mode

2=20 ym

Raman scattering intensity (arb.units)

750 800 850 900 950
Stokes shift (cm'])

1000 1050 1100

Fig. 1. Raman spectra of the SiC:V layer grown on a conducting SiC(0001) substrate. A
logarithmic y-scale is used. The layer was grown at 1800°C for 15 min at 175 mbar and
12 SLPH of argon. The spectra were taken while scanning the focal plane of the
confocal microscope at a distance starting at 1pm above the sample surface (z =
0 pm), ending 19 um below the sample surface (z = 20 um). The positons of TO
phonon mode, LO phonon mode in SiC:V and coupled LO-phonon-plasmon mode are
depicted by vertical dashed lines.

=19 um below the sample’s surface. The 200 Raman spectra were
continuously taken while scanning the position of the focal plane.
The selected Raman spectra are shown in Fig. 1 for clarity. The y-
axis is logarithmic to present both low and high intensity signals.
The two dominant peaks at (779 +4) cm ™ and (966 + 4) cm ™~ are
the TO and LO phonon modes of the SiC:V layer. As the mechanical
z-stage is shifted by 8 um the LO phonon mode starts to blue shift,
the intensity is lowered and the peak becomes broader. These are
fingerprints of the coupled LO phonon-plasmon mode in the con-
ducting SiC [17,18], which was used as a substrate to grow the SiC:V
layer. We can clearly distinguish the interface between the con-
ducting SiC:N substrate and the high resistivity SiC:V layer. The
Raman spectra in spectral range —50 to 1300 em! are shown
Fig. 2. The measured peak positions are labeled including experi-
mental errors. The expected Raman peak positions of 4H-SiC [22]
are shown in parenthesis. The observed Raman spectra of substrate
and grown layers are characteristic to 4H polytype. We can draw
this conclusion based on peak positions, and, based on number of
observed Raman modes and their relative intensities. This conclu-
sion verifies that the observed spectral changes of the LO phonon
are not due to different polytype of the grown layer with respect to
the polytype of SiC:N substrate.

We present a detailed analysis of the full width at half maximum
(FWHM) of the LO phonon mode in SiC, TO and LO phonon inte-
grated intensity, the center of mass of the LO phonon, RS integrated
intensity and the intensity of background photoluminescence in
Fig. 3 for SiC:V layers grown at 1800°C for growth times
0.3—15 min. The analysis was done by first subtracting the linear
background in the spectral range 900—1100cm™". The COM is
defined as COM = "N Liw;/S"NI;, where [; is intensity of the i"
POt vt energy w0 e spectal range SU0—1100 coy™ % W dlso
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Fig. 2. Raman spectra of the SiC:N substrate (green curve) and SiC:V layer (blue curve)
in the spectral range —50 to 1300cm ™. The measured peak positions are labeled
including experimental errors. The expected peak positions [22] for 4H-SiC are shown
in parenthesis. (For interpretation of the references to colour in this figure legend, the
reader is referred to the Web version of this article.)
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Fig. 3. Depth profiles of (a) FWHM of LO-phonon mode, (b) intensity of TO-phonon
mode, (c) center of mass of LO-phonon mode, (d) intensity of LO-phonon mode, (e)
RS and (f) intensity of background PL signal. The depth position of the top surface is
shown by a vertical solid black line. The depth position of the SiC:V/SiC:N interface is
marked by vertical dashed lines for three samples with SiC:V layers. The samples were
grown for 0.3 min (blue curve), 1 min (green curve), 5min (red curve) and 15 min
(black curve). The growth temperature was 1800°C at 170—190 mbar 12—24 SLPH of
argon. The depth profiles of a semi-insulating SiC:V (conducting SiC:N) reference
samples are also shown by magenta (cyan) curves. (For interpretation of the references
to colour in this figure legend, the reader is referred to the Web version of this article.)

present the profiles of two reference samples, namely profile
measured on a semi-insulating SiC:V and conducting SiC:N sub-
strate. It can be seen that these reference profiles, except for the TO
phonon integrated intensity, form a lower and upper bound for all
profiles measured on the samples with SiC:V layers. It can be seen
that the FWHM of the LO phonon mode exhibits the sharpest
transition from the SiC:N to SiC:V related value. Therefore, we use
the FWHM of the LO phonon/coupled LO phonon-plasmon mode as
a key parameter to determine the position of the SiC:N/SiC:V
interface.

3.1. Top surface labeling

In order to determine the thickness of the SiC:V layer, the po-
sition of the top sample surface has to be determined. The first
option is to find the focal plane position, where the Raman scat-
tering signal is at half of its maximal value. The half-of-maximal
signal is a fingerprint of the surface because half of the confocal
volume is filled with air (no Raman signal) and half contributes to
the SiC signal. This is illustrated in Fig. 3 (b,d). A disadvantage of the
half-of-maximal signal method is the uncertainty of the surface
position determined from the inflex point of the total intensity
signal; therefore, we propose using RS intensity instead. RS in-
tensity is maximized at the surface, which is more precise than
searching for the inflex point. The correlation of the maximized RS
with the surface is shown by growing epitaxial graphene on the
SiC:V layer. The Rayleigh and Raman spectra measured on the SiC:V
layer prior to and after graphitization are shown in Fig. 4. The in-
tegrated intensity depth profiles of the correlated RS and graphene-
related 2D peak are shown in insets of Fig. 4 (a) and (d), respec-
tively. We note that the FWHM of the RS and 2D peak profiles give
the true vertical resolution of the confocal microscope 6z =
(0.9+0.1) pm.

3.2. Layer thickness determination

Now, provided the position of the SiC:N/SiC:V interface is
known, we calculate the thickness of the SiC:V layer. The geomet-
rical optics gives the relation between apparent depth z’ and actual

depthz,z/7 = ”“(%(E)M”, where n is the index of refraction of SiC

and NA is the numerical aperture of the microscope objective.
3.3. Secondary ion mass spectroscopy

Next, the results of SCRS thickness measurements are compared
with the SIMS depth profile of vanadium in the SiC:V layer. Besides
vanadium, we also depict the concentration profile of aluminum in
Fig. 5; the most prominent contamination in SiC:V layers. The va-
nadium profile in Fig. 5 shows a 1.65 um thick SiC:V layer. The SIMS
measurements also revealed vanadium segregation at the surface,
inset of Fig. 5 with a segregation length xy = (3.5+0.5) nm. The X is
an upper limit of the real segregation length since it is comparable
to the SIMS resolution =5 nm. The successful incorporation of
vanadium leads to increased resistance of SiC:V layers with respect
to the SiC:N substrate. We note, however, that exact determination
of resistance is hindered by leakage current through the underlying
conducting  substrate. Hence, the measured resistivity
p=10% —10% Q cm is only a lower bound estimate.

34. Ellipsometry
We also measured the SiC:V layer thickness by using ellipsom-

etry. We convert the measured ellipsometry data to the index of
refraction n and extinction coefficient k. We calculate reflectivity Ry,
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Fig. 4. Rayleigh and Raman spectra of SiC:V layers before (red curves) and after (black curves) QFSMLG growth. The spectra were taken in the range of focal plane positions 0—8 um
with respect to the top surface of the SiC:V layer. Panels (a,b,cd) depict spectral ranges of RS, LO/coupled LO-plasmon phonon mode, D/G peak and 2D peak, respectively. Depth
profiles of RS intensity and 2D peak Raman intensity are shown in insets of (a) and (d), respectively. The depth profiles taken before (solid black curves) and after QFSMLG (dashed
orange curves) growth. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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Fig. 5. The concentration profile of vanadium and aluminum as a function of depth
from the sample surface. Inset: detail of the concentration profile of vanadium and
aluminum in the close vicinity to the surface. The concentration profile of vanadium at
the surface was fitted by the exponential function, shown by the grey curve.

for the angle of incidence ; = 60°. Reflectivity Ry, is plotted for the
reference samples SiC:V, SiC:N and for one sample of the SiC:V layer
grown on SiC:N substrate in Fig. 6. Because the index of refraction
differs by 0.01at the most for the two reference samples, the
reflectivity also shows 0.5% differences at most between con-
ducting SiC:N and semi-insulating SiC:V in the spectral range
0.7-5.3 eV. The small difference between reference samples is
prohibitive to use standard procedure used in ellipsometry data
analysis. Instead, we analyzed the interference on the SiC:V thin
layer. The interference maxima/minima appear in the reflectivity
spectra as local maxima/minima. We split index m of the interfer-
ence maxima and minima into the unknown constant mg and
known parameter Am. The integer (half-integer) values Am label
interference maxima (minima). The interference spectral peak

positions are then given by Am = dﬂﬁL’"H— mg, where d is the

layer thickness, n is index of refraction, ¢ is the wavelength in a
vacuum, and 6, is the angle of light propagation in the SiC:V layer.
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Fig. 6. Reflectivity determined from the index of refraction and extinction coefficient
as determined by ellipsometry. The reflectivity of the semi-insulating SiC:V and con-
ducting SiC:N reference substrates is shown by the grey and orange curves, respec-
tively. The reflectivity spectrum of the SiC:V layer grown on top of SiC:N substrate is
shown by the black curve. Inset: integer index Am as a function of 2ncos(f;)/o. The
slope of the fitted curve corresponds to the SiC:V layer thickness. (For interpretation of
the references to colour in this figure legend, the reader is referred to the Web version
of this article.)

Linear fitting of the interference extrema gives the interference
index mg = (1.0+0.4) and the layer thickness d = (160+£30) nm.

The layer thickness determined by ellipsometry and SIMS is
compared with SCRS in Table 1.

Table 1

Comparison of SiC:V layer thickness as determined by SCRS, ellipsometry and SIMS.
Sample No. SCRS Ellipsometry SIMS
1 500+300 nm 160+30 nm -
2 1.5+0.4 um - 1.65:£0.02 um
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3.5. Growth time

We also compare the SiC:V layer thickness grown on SiC:N
substrate at different growth times and temperatures in Fig. 7.
Results in Fig. 7 summarize growth of SiC:V layers on both C- and
Si-face of SiC:N substrate. We have chosen one sample for ellips-
ometry measurements (violet triangle point) and one sample for
SIMS measurements (green trapezoid point). These two samples
were also measured by SCRS, as depicted in Fig. 7. The results ob-
tained by ellipsometry and SIMS are within experimental error
comparable with the results determined by SCRS.

4. Discussion

The advantages of SCRS are its high lateral and vertical resolu-
tion, limited by the excitation laser beam FWHM. Apart from
ellipsometry, the scanning Raman spectroscopy does not rely on an
ad-hoc model, and it is non-destructive method. Drawbacks are
mainly in the lower and upper bound for layer thickness mea-
surements. Layers under =500 nm show only partial change in the
FWHM of LO phonon, hence, the thickness has to be determined by
extrapolation. The measurements of the thickest layers are limited
by the working distance of the microscope objective (typically
more than 100 um). The transition of LO phonon to coupled
plasmon-LO phonon occurs in the range of free carrier density ny =
5 x 1016 — 1 x 10" cm~3 [18]. The carrier density implies a limi-
tation to the relative carrier density in the layer and underlying
substrate. The regions of SCRS applicability for layer and substrate
of various free carrier density are shown in Fig. 7 (inset). We also
compare XRR, FTIR reflectivity, SIMS, ellipsometry and SCRS in
Fig. 8 in terms of layer thickness sensitivity and lateral resolution.
We assume a conducting substrate (layer) with ny > %1018 ¢m3

@ SiC:V layers grown on C face
4 calibration by SIMS

~wuen linear fit of growth rate on C face
= SiC:V layers grown on Si face

------ linear fit of growth rate on Si face
A

sample grown at 1750 C (ellipsometry)
K sample grown at 1750°C (Raman)

Layer Thickness (yzm)

&

|
15l
10" 10'° 10" 10'® 10"
Substrate Doping (cm™)

8 17
< (1750°C)

-1 . — el " . .
10
uf i
Growth Time (min)

Fig. 7. SiC:V layer thickness determined by SCRS as a function of growth time at
1800°C, 175—180 mbar and 12—24 SLPH of argon. The layers grown on SiC(0001) are
shown by red squares and fitted by a linear function (straight dotted line). The layers
grown on SiC(000T) are shown by blue circles and fitted by a linear function (straight
dotted line). The sample measured by ellipsometry is shown by a violet triangle
(yellow star stands for the SCRS result). The sample measured by SIMS is shown by a
green diamond (red square stands for the SIMS result). Inset: carrier densities in the
homoepitaxial layer and substrate where the SCRS method is applicable. (For inter-
pretation of the references to colour in this figure legend, the reader is referred to the
Web version of this article.)
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Fig. 8. Applicability of XRR, FTIR reflectivity, SIMS, ellipsometry and SCRS to measure
layers of different thicknesses with given lateral resolution.

and depleted layer (substrate), where ny <5 x 1016 cm 3.

5. Conclusions

We have developed a method to measure the thickness of
homoepitaxial SiC layers. The layers differing by free carrier density
can be distinguished by the spectral position, intensity and FWHM
of LO phonon or coupled LO-phonon-plasmon mode in SiC. The top
SiC surface position was determined by growing epitaxial graphene
on SiC and correlating its position with maximized Rayleigh scat-
tering. The scanning confocal Raman spectroscopy allows direct
measurements of the layer thickness with submicrometer lateral
and vertical resolution. The depth analysis is independent on an ad-
hoc physical model, and the method is noninvasive. We have also
compared the layer thickness measurements with ellipsometry and
SIMS and we showed consistent results provided by all methods.
The simple experimental realization and its robustness to error-
neous model will be favorable for its applications across scientific
and industrial applications.
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Sputter-deposited Zr/Nb nanoscale metallic multilayers with a periodicity of 27 (thin) and 96 nm (thick)
were subjected to Cu*implantation with low and high fluences and then studied using various experi-
mental techniques in combination with DFT calculations. After Cu* implantation, the thinner multilayer
exhibited a tensile strain along c-axis in Nb layers and a compressive strain in Zr layers, while the thicker
multilayer showed a compressive strain in both layers. The strain is higher in the thin multilayer and in-
creases for higher fluences. We developed a mathematical method for the fundamental understanding
of the deformation mechanisms in metallic multilayers subjected to radiation damage. In the model, the
cumulative strain within a layer is described as the combination of two contributions coming from the in-
terfacial region and the inner region of the layers. The semi-analytical model predicts that the interfacial
strain is dominant and extends over a certain region around the interface. Predictions are well supported
by ab-initio calculations which show that in the vicinity of the interface and in the Zr side, vacancies
and interstitials (low energy barriers) exhibit high mobility compared to the Nb side, thus resulting in a
high recombination rate. As a consequence, less strain occurs in the Zr side of the interface compared to
the Nb side. The density and distribution of various types of defects along the ion profile (low and high
damaged regions) are obtained by combining DFT results and the predictions of the model.

© 2020 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.

1. Introduction

ergy neutrons and heavy ions can induce significant densities of
interstitials, vacancies, and defect clusters in irradiated metallic

Materials under extreme environments have been receiving sig-
nificant attention in the context of next-generation energy, de-
fense, and transportation technologies. These applications require
materials to perform under severe conditions, i.e., high stress, tem-
perature, and radiation dose [1,2]. The next generation of nuclear
reactors calls for structural materials capable of withstanding these
extreme conditions for long periods without failure [3]. High en-
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materials, and correspondingly lead to degradation of their perfor-
mance over time. For instance, neutron irradiation with a dose of
several to tens of displacements-per-atom (dpa) may lead to void
swelling, radiation embrittlement, and radiation creep in materials
[4,5]. In recent years, the scientific community has shifted its effort
to engineer alloys with high tolerance to prolonged energetic par-
ticle irradiation and have focused on high-interface density materi-
als to provide sinks for point-defect annihilation and traps for for-
eign species. Indeed, multiphase nanostructured materials such as
nanolaminates could provide advanced radiation tolerance in com-
parison to traditional single-phase bulk materials [6].
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Materials containing a high concentration of interfaces promise
to offer higher radiation damage tolerance [7]. The enhanced radia-
tion tolerance observed for nanoscale metallic multilayers (NMMs)
is attributed to interfaces decorated by intersections between mis-
fit dislocations [8] that act as effective sinks for defect recombi-
nation. Most of the studies reported in the literature focused on
fee/bee multilayer systems such as Cu/Nb [9], Ag/V [10], and Cu/W
[11] due to their large density of interfacial misfit dislocations [12].
Unfortunately, when high neutron-induced radioactivity is consid-
ered, only a few fcc metals could be used in nuclear reactors [13].
The materials with HCP structures, such as Zr-based alloys, are
critical structural materials used in the present light-water nu-
clear reactors [14]. Although Zr is widely used in the nuclear in-
dustry due to its low capture cross-section for thermal neutrons
and excellent corrosion resistance [14,15], the performance of Zr-
based NMMs under implantation is still unclear. Therefore, there is
a large driving force to explore HCP metals. Recently, HCP-based
NMMs started to attract some attention: Mg/Nb [16] and Zr/Nb
[17,18]. Zr-Nb is an immiscible system characterized by a positive
heat of formation (+6 k] mol~') [19]. Zhang et al. [20] showed that
the immiscible systems generally exhibit irradiation tolerance su-
perior to the miscible ones, owing to their higher sink capability
and hence more stable interfacial structure during irradiation. The
incoherent interface with a large lattice mismatch can induce high
gas trapping, thus rendering less gas in bubbles [21].

As a result of interaction between the fusion edge plasma (neu-
tron, hydrogen, and helium) and plasma-facing materials, depend-
ing on the fluence of incident species and surface temperature, sig-
nificant blistering may develop on the surface of the material [22].
Overall blistering may reduce the erosion lifetime of the wall. Ma-
ture blisters grown by high internal pressure are likely to burst,
leading to exfoliation of the surface [23,24]. The loss of material by
such exfoliation enhances the impurity concentration in the core
plasma. The strain gradient drives gas particles and point defects
(vacancy, interstitial) to diffuse with the direction to minimize this
gradient, which induces an agglomeration of the gas [25,26]. Big
bubbles and platelets could form, as well as a tensile strain (com-
pressive stress) driven cracking and blistering of materials [27-
29]. The investigation of strain distribution in the implanted NMMs
multilayers system thus provides deeper insight into the defect be-
havior. Specifically, the strain distribution dependence on the dis-
tance from the interface and its effects on the defect behavior are
still unclear and require a thorough analysis.

Most of the studies on HCP-based NMMs focused on the
structure-strength relationship of pristine NMMs, while only a
handful of investigations were performed to assess their behav-
ior after ion implantation. Moreover, only a few studies were con-
ducted to assess the structural evolution of interfaces subjected
to heavy-ion implantation such as Si*-irradiated Zr/Nb [30], Fe*-
irradiated Fe/Ni [31], and Cu*-irradiated Cu/Fe [32]. It is gener-
ally known that heavy-ion implantation produces high damage
similar to neutron irradiation. However, there are no studies fo-
cused on the understanding of the strain distribution among the
layers and the interaction between interstitials and lattice atoms
during heavy-ion implantation. Identification of the mechanisms
of point defect accommodation at interfaces remains embryonic.
There is still some lack in the literature about understanding the
interaction between interstitials and lattice atoms during heavy-
ion implantation. Moreover, the intrinsic role of atomic structures
of interfaces remains poorly understood and essentially unquan-
tified. In this study, the atomic-scale phenomena during heavy-
ion (Cu*) implantation of Zr/Nb NMMs are investigated by high-
resolution techniques combined with DFT simulations. Further-
more, a mathematical model is developed to understand the effect
of the layers close to and far away from the interface on the strain
distribution.
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Fig. 1. The depth profiles of radiation damage in dpa (left ordinate) and the ions
concentration distribution (right ordinate) of Cu* implanted Zr/Nbgs with different
fluences in. All data were obtained using SRIM code [33].

2. Materials and methods

Zr/Nb multilayers were deposited on single crystal (100) Si
wafers with bilayer thicknesses (L) of 27 and 96 nm referred
to as Zr/Nby; (thin) and Zr/Nbgg (thick) layers, respectively.
The number of bilayers (Nb on top) was determined to pro-
duce a total film thickness of 1350 nm for both thin and
thick multilayers. Further details about the deposition process
of the multilayer films are reported elsewhere [17]. The as-
deposited multilayers were implanted by Cu*™ with an energy of
2.25 MeV with low (LF = 1.5 x 10" Cu*/cm?) and high fluences
(HF = 4 x 10" Cut*/cm?2). According to the Stopping Range of
Ions in Matter (SRIM) [33] calculations, a peak Cu concentration of
0.06 at.% (LF) and 0.18 at.% (HF) causes the damage of 2 and 6 dis-
placements per atom (dpa), respectively, and at a mean projected
depth (Rp) of 900 nm (see Fig. 1). Fig. 1 shows the depth profiles
of radiation damage (dpa) and copper concentration obtained from
SRIM simulation of the built Zrs;Nbsg (thick layers) subjected to Cu
ion implantation at 2.25 MeV with low (LF = 1.5 x 10'® Cu*/cm?)
and high fluence (HF = 4 x 10'® Cut/cm?). SRIM calculations
(Fig. 1) show that the peak Cu concentration is located at a higher
depth compared to the corresponding radiation-induced damage.
The ions and damage profiles of the Cu ions in Zr/Nb multilayers
(Fig. 1) were calculated with the “Quick” Kinchin and Pease dam-
age calculation, as recommended by Stoller et al. [34], using a dis-
placement energy E4 for Zr of 40 eV [35,36], and for Nb of 60 eV
[36,37].

SIMS measurements were performed by using a TOF-SIMS5
IONTOF instrument in the depth profiling mode, and detection
of positively charged secondary ions. Bit primary ions were used
with the following parameters: impact energy of 30 keV, impact
angle of 45°, pulsed primary current of ~3 pA, raster size 100 pm x
100 pm. O,* co-sputtering was performed at the interlaced regime
with a crater size of 250 pm x 250 pm and an impact angle
of 45°. The parameters of the secondary ion optics were the fol-
lowing: extraction voltage of 3 kV, the cycle time of 60 ps, and
mass resolving power of ~6500 at Cu for Cu-implanted thin and
thick samples. The base pressure in the analytical chamber was
~5 x 1071 mbar. During the measurements, the analytical cham-
ber was at ~9 x 10~ mbar. Positively charged secondary ions
63cut, 295i+, 90Zr+, 93Nb+ were used for depth profiles. The depth
scale of the SIMS craters was calibrated using S/TEM images.

Nano-hardness and elastic modulus of the films were measured
from an average of 9 - 12 indents using instrumented nanoinden-
tation (Anton Paar NHT nanoindenter with a Berkovich indenter
tip). The loading rate was kept at 6 mN/s and the indentation load
(3 mN) was chosen to allow the diamond tip to penetrate at a
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Fig. 2. Cu depth distributions calculated by SRIM (black line) and measured by
SIMS (red line) in the Zr/Nb thick layer. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this ar-
ticle.)

depth of ~120-180 nm for Zr/Nb NMMs before and after implan-
tation, whereas the maximum indentation depth is still limited to
10-15% of the total film thickness to avoid substrate effect.

Radiation-induced microstructural and strain evolution in Zr/Nb
was investigated by high-resolution X-ray diffraction and scan-
ning/transmission electron microscopy (S/TEM). Specimens for
S/TEM analyses were prepared using a focused ion beam and ob-
served by a JEM-2200 FS TEM operated at 200 kV using high angle
annular dark-field (HAADF) and bright-field (BF) detectors.

The DFT calculations were performed with plane-wave pseu-
dopotential code Vienna Ab initio Simulation Package (VASP)
[38] using a GGA-PBE exchange-correlation functional [39] and
pseudopotentials [40] provided by the package.

3. Results

Fig. 2 shows the Cu depth profile measured by SIMS and cal-
culated by SRIM [33] in the Zr/Nb thick layer. The Cu profile mea-
sured by SIMS is located at a slightly lower depth (850 nm) com-
pared to that calculated by SRIM (900 nm). The comparison may
suggest that SRIM calculations overestimate the Cu depth distribu-
tion by 50 nm. The difference between the SRIM and SIMS profiles
could be due to several reasons. First, the SRIM profile is depen-
dent on the layer thickness and the thickness of the layers are set
exactly to 57 nm and 39 nm for Zr and Nb, respectively. However,
during deposition, these thicknesses may vary by few Angstroms.
For example, if Zr layer is thicker than 57 nm, the ion profile would
be deeper than the one predicted by SRIM. Second, during Cu im-
plantation, an intermixing could happen at the interface which
may affect the Cu ion penetration. This feature is not included in
the SRIM calculations.

We present the results of depth profiling studies conducted us-
ing dual high-resolution Time-of-Flight Secondary lon Mass Spec-
trometer (SIMS) on thin and thick Zr/Nb NMMs grown on Si sub-
strate. Depth profiles from positive secondary ion signals of Zr and
Nb are shown in Fig. 3. The identified Zr, Nb and Cu peaks in the
as-implanted profile occurred at 850 nm in thick layers (Fig. 3a),
which are shallower than the projected range from SRIM simu-
lations (Fig. 2)). When comparing the SIMS signals of implanted
Zr[Nbgg films at the surface (little/no damage) and with peak dam-
age regions, it is clear that the layer interfaces remain chemically
modulated (unmixed) after Cu ion implantation (Fig. 3a). SIMS pro-
files of Cu, Zr, and Nb in thin layers are presented in Fig. 3b. Some
intermixing between Zr and Nb signals is seen around Cu peak
concentration (between 400 and 1200 nm depths), while the layers
around the surface and substrate are clearly distinguishable. The
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Fig. 3. SIMS depth profiles of Zr and Nb atoms and Cu* ions after high implanta-
tion fluence in (a) Zr/Nb thick layers and (b) thin layers.
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Fig. 4. (a, b) Nanoindentation hardness and elastic modulus of Zr/Nb NMMs as a
function of the periodicity before and after implantation (the fluences are 1.5 x 10'®
Cu*/cm? and 4 x 10% Cu'/cm?, respectively).

peak Cu concentration is around 950 nm, which is slightly deeper
than the Cu distribution in a thick layer.

The hardness and Young’s modulus of thin and thick NMMs be-
fore and after Cu ions implantation at both low and high fluences
are shown in Fig. 4. The pristine thin and thick multilayers exhib-
ited a hardness of 5.8 + 0.1 GPa, 52 + 0.25 GPa, and an elas-
tic modulus of 120.2 + 2 GPa, 121.7 &+ 3.9 GPa, respectively. The
variation of hardness with layer thickness is consistent with other
multilayer systems where the thick layers are softer [41-43]. After
Cut implantation, the radiation hardening is pronounced in thick
layers whereas, the thin layers are barely affected in accordance
with other reported multilayer systems [10,44]. The magnitude of
radiation hardening in thick layers, AH, is about 1 GPa. As a re-
sult, the radiation damage causes increase of the hardness of the
thick layer to a value similar to that of the thin layer (6 GPa). Ra-
diation hardening originates from numerous sources, including in-
terstitials, voids, dislocation loop, amorphization, etc. [44]. It is im-
portant to identify the nature of defects when studying radiation-
induced hardening mechanisms which in our case could be va-
cancies and interstitials which impede dislocation movement. The
radiation-induced hardening in the Zr/Nb thin multilayers is rela-
tively small, indicating that the effect of interfacial interstitials and
dislocations loops on the interface barrier to slip transmission is
limited. This is due to the fact that most of the defects created by
the implantation diffuse to the interfaces and then recombine, and
thus very few obstacles induced by implantation interfere with the
crossing dislocations. Therefore, hardness does not increase after
Cu ion implantation in thin layers. In the thick layers, the defects
are both at the interfaces and in the inner layers. The defects in the
inner layers constitute obstacles that can enhance the hardness,
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Fig. 5. Cross-sectional STEM images of Zr/Nby7: (a) HAADF micrograph of the whole multilayer before implantation and selected area diffraction pattern in the inset, (b) BF
micrograph after high fluence Cu* implantation with superimposed damage profile determined by SRIM (magenta line), diffraction patterns recorded in the areas of 200 nm
indicated by white circles with numbers 1 to 6 are in the inset in (b), (c-e) zoom of the micrograph corresponding to the surface (c), damage peak (d) and substrate (e)
regions. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

leading to radiation-induced hardening. There is a slight variation
in hardness with changing fluence in both thin and thick layers
which might be due to the small difference between the damage
concentrations created during implantation (4 dpa of difference on
the peak damage concentration). However, this variation in hard-
ness is still within the error range which undermines to warrant
significant attention. Similarly, the elastic modulus value does not
change significantly, and there is no clear dependence on the Cu
implantation fluences except for thin layers, where it decreases
with increasing Cu fluence.

Fig. 5(a-e) shows HAADF-STEM images of the as-deposited and
Cut-implanted Zr/Nby; NMM. The constituent Nb and Zr layers
show small columnar grains with an average size comparable to
the layer thickness. The selected area diffraction pattern (SADP) of
the as-deposited Zr/Nb,; NMM (inset in Fig. 5a) shows a six-fold
symmetry and strong Zr {0002} and Nb {110} fiber texture perpen-
dicular to interfaces [17]. Fig. 5b shows the Zr/Nby; sample after
implantation with a broad damaged area (detail in Fig. 5d) located
around the damage peak (6 dpa) due to the high concentration of
Cu* (0.18%). This area is embedded between the regions close to
the surface and substrate, which are damaged to a lower extent.
Radiation damage caused different levels of blurring in HAADF-
STEM images of interfaces (Fig. 5c-e) when compared to the pris-
tine Zr/Nb sample (Fig. 5a) or to a region close to the substrate
(Fig. 5e). In contrast, in the peak damage region, interfaces are
heavily blurred (Fig. 5d) which is also manifested by the loss of
the fringes of Nb and Zr in the deeper parts of the film measured
by SIMS as shown in Fig. 3b. SADPs which are taken from differ-
ent areas of the whole Zr/Nb film are shown in the inset of Fig. 5b
in order to determine the impact of damage on structure evolu-
tion. Careful examination of the SADPs shows that the ring for the
diffraction of (110) Nb along the growth direction shrinks by 0.4%,
1.2%, 2.4%, 2%, and 0.8% in the regions numbered 2, 3, 4, 5, and 6,
respectively, with respect to the region close to the surface num-
bered 1. We notice from these values that the shrinking of (110)Nb
ring is dependent and proportional to the damage. It reaches the
maximum value of 2.4% in region 4 which corresponds approxi-
mately to the peak of the damage as shown in Fig. 5b. The shrink
of the ring signifies that there is a tensile strain in the deeper Nb
layers compared to the Nb layers close to the surface.

On the other hand, (0002) Zr diffraction ring slightly stretches
of 0.47%, 0.47%, 0.95%, and 0.47% in the regions 3, 4, 5, and 6, re-
spectively, again compared to the region 1. Such expansion sug-
gests that the deeper Zr layers are under higher compressive strain
compared to the Zr layers close to the surface of the film. Apart
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from these, the change in the diffraction pattern is more pro-
nounced in Nb suggesting that Nb layers are more sensitive to the
damage as they are more strained compared to Zr layers. A lower
amount of damage around the surface (region 1) than in the peak
damage region (region 3 and 4) can be deducted from SADPs. SADP
for region 1 presents a six-fold symmetry with sharp (0002)Zr and
(110)Nb reflections (Fig. 5b), similar to the as-deposited sample
(Fig. 5a); the six-fold symmetry is lost in the SADP of regions 3
and 4 due to high damage.

Typical bright field cross-sectional STEM and EDS images of
Zr/[Nb NMMLs with h = 96 nm after Cu ions implantation with
high fluence are displayed in Fig. 6a-b. One can observe the
nanolayered modulation structure with constituent Nb and Zr lay-
ers and the chemically sharp interfaces as shown in Fig. 6a, which
is in accordance with the SIMS measurement (Fig. 3a).

The selected area diffraction patterns (SADP) of the implanted
thick layer corresponding to the regions shown by red circles are
inserted as insets in Fig. 6b. Similar to the thin layer, SADPs for the
thick layer exhibit Zr {0002} and Nb {110} fiber texture perpendic-
ular to interfaces, which is mainly consistent with the as-deposited
Zr/Nb NMMLs [10]. Examination of the obtained diffraction rings
shows that (110) Nb ring expands of 0.4% in the regions denoted
as 3 and 4 with respect to the regions 1 and 2 indicating a com-
pressive strain in the deeper Nb layers compared to the Nb layers
close to the surface. The Zr grains are also subjected to compres-
sion in the regions 2 and 4 with respect to the region 1. We can
conclude here that both Nb and Zr layers are slightly compressed
along the normal to the surface, i.e. in-plane tensile stress is ap-
plied.

In order to determine the variation of the lattice parameters,
symmetric 6260 XRD patterns were acquired over 20 = 30° - 40°.
Fig. 7 shows XRD patterns of Zr/Nb NMMs before and after implan-
tation. The diffraction patterns for the as-deposited NMMs with
thin layers appear with two peaks at Bragg angles, g = 34.765°,
and 0y = 38.45°, corresponding to (0002)Zr and (110)Nb crystal
planes (denoted as A9 and Ay in Fig. 7), respectively. The as-
deposited thick NMMs also contains two peaks at O = 34.75°
(A%r) and 0 = 38.425° (A]‘qb) corresponding to (0002)Zr and
(110)Nb crystal planes, respectively. The Bragg angles of (0002)Zr
and (110)Nb planes of single crystals are 0g = 34.83° (Bz) and
6 = 38.54° (Byp), respectively (green dashed line in Fig. 7). Af-
ter the elaboration of both thin and thick layers, the peaks (Agr,
A, and A}, Al respectively) are shifted toward low angles for
both Zr and Nb layers compared to monocrystal values. Following
radiation damage, the main Bragg peaks were found to shift due
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Fig. 6. Cross-sectional HAADF-STEM images of the whole thick multilayer Zr/Nbggs after high Cu implantation fluence: (a) the EDS maps for Zr and Nb, (b) HAADF micrograph
of the whole multilayer after implantation with superimposed damage profile (magenta line) calculated by SRIM; the diffraction patterns recorded in the areas indicated by
red circles are in the inset. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 7. XRD patterns for Zr/Nb NMMs with different periodicities: (a) thin layers
(Zr[Nby;), (b) thick layers (Zr/Nbgg), before and after Cu* implantation with low
(LF) and high fluence (HF). A denotes peaks of as-deposited (virgin) NMMs, B and
green dashed lines represent the Bragg angle of single crystals, C and D stand
for shifted peaks of Cu* implanted NMMs. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

to radiation-induced lattice distortions normal to the Zr/Nb inter-
faces. Expansion (along the film growth direction) of the lattice
caused a shift towards 6 < 6, while compression caused a shift
towards 6 > 6y [27,28,45]. After implantation of the Zr/Nby; NMM
(Fig. 7a), the (110)Nb peak shifted towards lower angles (A%b to-
wards Cl’flb and D(r)u;)' thus indicating an expansion of the lattice
parameter for Nb lattices along the growth direction. On the other
hand, the (0002)Zr peak shifted to higher angles (A9, towards CJ,
and Dgr), thus indicating compression of the lattice parameter (c
for HCP structure) along the growth direction. For HF, the shifts de-
scribed above were further enhanced as a result of the increased
level of damage. Contrarily, for Zr/Nbgg following radiation dam-
age, both (110)Nb and (0002)Zr peaks shifted towards higher an-
gles (A}, towards C}, and D}, and Al towards C} and D}, re-
spectively). This shift was enhanced with increasing radiation flu-
ence.

The average strain normal to the Zr/Nb interface (&) can
be calculated by using the (110)Nb and (0002)Zr reflections and
Bragg’s law in the following Eq. (1)

CG—G _  sinBi) o)
C,  sin(0B,i+ Af)
where ¢y and ¢4 are the lattice parameters and (g, i) and (0,

i + AQ) are the Bragg angle of the initial and final structures,
respectively. ¢, calculated by Eq. (1) in relation to the periodic-
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Fig. 8. Out-of-plane strain after Cu* implantation on thin (Zr/Nby;) and thick
(Zr[Nbgg) layers. The green spheres represent the out-of-plane strain of virgin mul-
tilayers. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

ity and radiation conditions is illustrated in Fig. 8. If Nb and Zr
monocrystals are taken as initial structure, and thin and thick vir-
gin multilayers are taken as final structures (using Eq. (1)), we find
that both thin and thick layers undergo tension for both Zr and
Nb layers. The tension of the thin layers is around 0.21% and is
slightly increased to 0.27% in thick layers for both Zr and Nb sides.
These values of strain are shown in Fig. 8 as compressive (negative)
because all the values in the figure are calculated with respect to
virgin multilayers. This tensile out-of-plane strain could be concen-
trated in the vicinity of the interface due to the mismatch between
the crystal structures. It is safe to assume that the region far away
from the interface will be least affected by the mismatch; hence,
the tensile strain will be negligible in this region. So inside the
layers, two strained regions are formed- a highly strained region
which is localized around the interface, and a negligibly strained
region with a relaxed lattice structure similar to, or slightly dif-
ferent from, the Zr and Nb single crystals. The magnitude of the
out-of-plane strain in these NMMs increases by increasing the ra-
diation fluence. In thin Nb layers, the tensile strain for LF is 1.3%,
while it reaches 3.5% for HF (Fig. 8). Meanwhile, thin Zr layers
are under a compressive strain of —0.4% for LF, which increased
to —1.4% for HF (simultaneously to the increased tensile strain in
Nb layers).

On the other hand, for thick layers, all XRD peaks shifted to
higher angles regardless of the fluence. The magnitude of the com-
pressive out-of-plane lattice strain is around 0.4% at low fluence,
and 0.5% at high fluence in the Nb side, while the magnitude of
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Fig. 9. (a) Schematic of the atomic planes of Zr/Nb multilayers where red and gray spheres represent Nb and Zr atoms, respectively. The average out-of-plane strain around
the interface (¢["(%)) and in the middle regions (¢1'4(%)) of Zr and Nb layers after Cu* implantation as a function of the number of atomic planes affected by the interface
(nint) for: (b) low fluence, and (c) high fluence with respect to nanocrystal lattices (black line at zero). The dark and light green lines represent the elasticity limit of Nb and
Zr, respectively [46,47]. The blue lines in (b, c) represent the strain out-of-plane in the multilayers after deposition. (For interpretation of the references to colour in this

figure legend, the reader is referred to the web version of this article.)

the compressive strain in Zr side is around 0.2% at low fluence and
0.3% at high fluence (Fig. 8). For both Zr and Nb layers, the strain
variation from LF to HF is 0.1%.

4. Discussion
4.1. Strain gradients modeling: an analytical approach

It has been reported that well-defined sinks, such as the inter-
section between misfit dislocations, grain, and interphase bound-
aries, have the ability to change the distribution of radiation-
induced point defects and thus reduce the overall radiation dam-
age in polycrystalline metallic materials [32]. Multilayers consisting
of alternate nanometer-scale layers are excellent model materials
to explore the effects of interface structures and density distribu-
tion on the evolution of radiation damage in materials containing
a high density of interfaces [6]. Chen et al. [32] studied the evo-
lution of the density and dimensions of defect clusters on irra-
diated monolithic Cu and Cu/Fe multilayer films with an individ-
ual layer thickness of 100 nm and 5 nm. They found that defects
density within the layers varies as a function of the distance from
the interface and that an increase in radiation-induced defects fre-
quency is observed further away from the interfaces, reaching its
maximum in the middle of the layers. It is already known that the
strain distribution is proportional to the damage concentration in
bulk materials [27]. One can be easily misled to expect lower strain
around the interface compared to the region further away from
the interfaces since the observation of less damage around the in-
terface could suggest less strain. However, our results show that
the thin layers that supposedly contain less damage (due to the
higher interface density distribution) compared to the thick layers
are highly strained, as shown in Figs. 7 and 8. This observation may
lead to the conclusion that the driving force for strain build-up is
size-dependent. In NMM systems, the interfaces have a significant
effect on the strain. Hence, as the layer thickness decreases (more
interfaces), the strain is dominated by the interface compared to
the inner regions of the layers. To further explore the role of inter-
faces, we divided each layer into two regions, as shown in Fig. 9a:
1) int - the atomic planes affected by the interface, and 2) mid
- the atomic planes that are not influenced (or with negligible ef-
fects) by surrounding interfaces. Hereinafter, we will indicate these
regions as “region around the interface” and “middle (or inner) re-
gion”. Based on the obtained values of the strain from XRD for as-
deposited and implanted NMMs, and taking Zr and Nb single crys-
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tal lattice constants as a reference, we developed a model which
correlates the average lattice strain of a layer, with the strain evo-
lution in the constituent regions (the region around the interface
and the middle region). The Zr/Nb NMMs present a strong texture,
i.e., Nb(110) and Zr(0001) perpendicular to the interfaces. In the in-
plane direction, Nb and Zr layers are composed of small columnar
grains, thus having grain boundaries across the layers (perpendic-
ular to the interface). In our model, we also took into account the
possible effects of the grain boundaries across the same layer on
the out-of-plane strain that emerges during the deposition.

Since each layer is confined by two interfaces, there are two
interface-affected regions in each layer as shown in Fig. 9a. There-
fore, the total number of atomic planes within a layer (n') is
the sum of the number of atomic planes affected by the inter-
face on both sides and the number of atomic planes in the mid-
dle region (n] =2 x ni 4 nd), If all the atomic planes within a
layer are affected by the interface, the middle region does not ex-
ist (n;“id:O) which means that the total number of atomic planes
within the layer will be equal to the number of interface-affected
planes (n} =2 x ni™). Therefore, the presence of the middle re-
gion depends on the layer thickness.

In Fig. 9a, C"t and C™d represent the average out-of-plane lat-

tice constants for the interface (in ni™ atomic plane) and for the
middle region (in n™d atomic plane). The average out-of-plane lat-
tice constant (C;) for each layer can be calculated by the following
equation:
Co= oG + (1 - ) @)
where x = Nb or Zr and ax =2 x niM / n] is the proportion of the
atomic planes affected by the interface, i.e. the constant that rep-
resents the contribution of the interface-affected region to the cu-
mulative out-of-plane lattice parameter. The detailed calculations
can be found in supporting information and here we present just
the necessary equations. Assuming that ni™, Ci" and Cd do not
depend on the layer thickness, the parameter ox will be dominant
for thin layers (afin> q/hick),

Taking the single crystal values obtained from XRD as a refer-
ence, we can define the change in the average out-of-plane lattice
constant for the whole system as &5 = % For the region in the
vicinity of the interface, the strain will be el = %;CX (without
the effect of the grain boundary; i = %;c*), and for the mid-
XX

dle regian as gt —

id . .
C‘"‘C;Cx (without the effect of the grain bound-
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ary: eid” — %) where Cx is the average out-of-plane lattice
constant of the single crystal Zr and Nb.
Then, we can reach the following equation;
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ofhin — gythick
By using the values of " and efhick! for as-deposited multilay-
ers mentioned in Fig. 8, we find that the effect of the grain bound-
aries on the lattice constant along c-axis are 0.33% and 0.26% for
Nb and Zr layers, respectively.

After implantation, the distance between the atomic planes
is further changed due to radiation defects (vacancies (V), self-
interstitials (Is), Cu interstitial (Ic,), Cu substitutional (Sc)). The
strain around the inner region and the interface can be calculated
as:

a)t(hmg;hlckL 4 a)t(hlckg)t(huu

emid(%) = 0G0, 43

ohin _ gythick

(1 _ a)t(hick) &‘Q““* _ (1 _a)t(hm) sihwn

&M (%) = authin _ gtk x100 )

where e and 9 are the strain out-of-plane in thin and
thick multilayers, respectively, obtained from XRD. Applying the
Eqs. (4) and (5) for Zr and Nb layers by using the values of gfhint
and ethick’ for low and high fluence mentioned in Fig. 8, we ob-
tain the evolution of &i™(%) and &4 (%) in Zr and Nb layers as a
function of the number of atomic planes affected by the interface
(nitt), as shown in Fig. 9bc. It is important to note that, the strain
out-of-plane values obtained in this graph do not reflect the local
lattice deformation of individual planes, but are an average defor-
mation of the planes around the interface (i) and the middle
regions (¢d) for the whole multilayer system.

Since the middle region is not affected by the interface, the de-
formation &9 in this region depends only on the damage con-
centration, so the fluence. For the same fluence, s;"‘d is constant
irrespective of the number of atomic planes affected by the inter-
face. Its contribution to the strain, on the other hand, is related
to the number of the atomic planes affected by the interface. Be-
fore implantation, the change in lattice parameters in the middle
regions, with respect to the monocrystals that are represented by
the black lines at zero in Fig. 9bc, is only due to the grain bound-
aries. According to these figures, the out-of-plane strain in middle
regions are independent of the number niM. At low fluence, the Zr
middle region is under a small tensile strain of 0.05% with respect
to Zr monocrystal. In the middle region of the Nb side, the values
of the strain out-of-plane are below the value of the strain of the
Nb monocrystal (below the black line in Fig.9b). Therefore, in the
Nb inner region, the low damage induces compression of 0.88%.
With increasing damage (HF), the tensile and the compressive out-
of-plane strain in Zr and Nb inner regions are further enhanced to
0.47% and 1.67%, respectively, as shown in Fig. 9c. The magnitude
of the out-of-plane strain is more pronounced in the Nb middle re-
gion. After deposition, Zr and Nb layers are under the same tensile
strain with respect to monocrystal counterparts as shown by the
blue lines in Fig. 9bc. Since we assume that the strain in the mid-
dle region is negligible for the virgin multilayers (before implanta-
tion), any strain in these systems is a direct result of the strain
around the interface. Hence, after deposition, the region around
the interface is under tensile out-of-plane strain. To identify the
effect of the damage on the strain evolution around the interface,
the strain in the vicinity of the interface in damaged multilayers
can be compared to the virgin multilayers. Around the interface, in
the Nb and Zr side, the atomic planes are under tensile and com-
pressive out-of-plane strain, respectively, for both low and high flu-
ence (Fig. 9b,c). At high fluence, the strain is further pronounced.
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The strain is inversely proportional to the number of atomic planes
affected by the interface; starting from high values, it converges to-
wards zero on both sides. The tensile strain out-of-plane measured
after the deposition of the multilayers is intensified by the damage
due to the Cu implantation at LF and HF in the Nb side. Fig. 9b,c
shows an enormous value of the tensile strain out-of-plane around
the interface in the Nb side, which is higher than the Nb elastic
deformation limit (5.6% dark green lines in Fig. 9bc [46]) when a
small number of atomic planes are affected by the interface. XRD
measurements give information about the atomic planes, which
are deformed elastically. According to the model, we obtain elastic
deformation only when the affected number of atomic planes are
at least 9 (18) at LF (HF). Similarly, the compressive elastic limit for
Zr is about 7% (light green line in Fig. 9¢) [47]. The model predicts
that, at high fluence, the elastic deformation can be achieved only
when n‘z‘}t > 7. For a small number of atomic planes affected by the
interface, these planes react plastically, which could cause disloca-
tions around the interface. In the Zr side, during implantation at
LF and HF, the Zr atomic planes around the interface return to the
interplanar distance of the Zr monocrystal, and then they continue
further to become compressive. It is essential to note that the me-
chanical behavior of the planes in the middle region and around
the interface is completely opposite and it is more pronounced for
Nb. Independent of the fluence, the Nb side is more strained with
respect to the Zr side, and the strain (tensile or compressive) is
much more pronounced at the interface compared to the middle
part indicating that the region close to the interface exhibits the
highest lattice swelling. Thus, we can claim that the interface is
the driving force for the strain in the whole multilayer system ex-
plaining the observation of high strain in the thin multilayers (high
intensity of interface) compared to the thick ones. To shed light on
the unexpected lattice strain variations in the vicinity of the inter-
face and in the middle regions of Zr/Nb NMMs following Cu* im-
plantation, we carried out several DFT calculations regarding the
effect of the interstitial and the substitutional Cu atoms, and the
intermixing at the interface on layer distortion around the inter-
face and in the inner region. The details about the DFT models and
the parameters used in the simulations can be found in supporting
information and in these references [48-52].

4.2. Interstitials contribution on strain out-of-plane

The Cu atoms can be localized in interstitial and substitutional
positions, thus leading to lattice distortions. First, we focus on
the impact of Cu atoms on the lattice distortion when they oc-
cupy an interstitial position. To get insight into the influence of
Cu interstitials on the elastic properties of the Zr/Nb NMMs, we
compared the perfect and damaged (i.e., containing interstitial Cu
atoms) Zr/Nb structures by means of DFT simulations. For the
planes around the interface, we constructed a (0002)Zr/(110)Nb in-
terface with 6 Zr and 6 Nb planes as illustrated in Fig. 10 [48]. The
planes in the middle region are represented separately by bulk Nb
where the lattice constant c is set to be in the (110) direction and
bulk Zr where the lattice constant c is set to be in the (0002) di-
rection (Fig. 10c-d).

Table 1 summarizes the formation energies (for more informa-
tion about formation energy, see SI) of Cu atoms in the possible
interstitial sites within the planes around the interface and in the
middle region (see Fig. S1) [53]. The table is divided into two main
parts, the upper part is for the vicinity of the interface, and the
lower one is for the middle region.

Around the interface, we inserted one Cu atom in various in-
terstitial sites and planes enumerated depending on the distance
from the Zr/Nb interface. The closest atomic planes on both sides
of this interface are labeled as 1st plane (Fig. 10a-b). When the
Cu atom is placed in the interstitial positions of the first Zr or
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Fig. 10. A representation of the energetically most favorable configurations for: (a) a single Cu interstitial atom (located in tetrahedral site) around the interface in Nb side,
(b) a single Cu interstitial atom (located in basal plane site) around the interface in Zr side, (c) double Cu interstitial atoms (located at basal plane) in the middle Nb region,
and (d) double Cu interstitial atoms (located at basal plane) in the middle Zr region. The insets (middle) pointed at by arrows are zoomed-in of the distorted regions. The
red, gray and blue spheres represent the Nb, Zr and Cu atoms, respectively; the white (green) spheres represent the initial (final) positions of Zr and Nb host atoms before
(after) Cu insertion. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 1

Formation energies and the distortion along the c-axis around the interface and the middle region
with 1 and 2 Cu interstitials at various possible sites. B = basal plane, O = octahedral, T = tetrahedral,

unst = unstable, -

no interstitial site, xx~ = compression, xx* = tensile and xx° =

0 strain out

of plane. Data in bold correspond to the configurations with the lowest formation energies; some of

them are shown in Fig. 10.

Er (eV) in the vicinity of the interface

1Cu 2Cu
B 0o T Far Close
Nb  3rd plane - 3.53* 213 20 6.60  same side (T) 5.39*
2nd plane - 251F  3.62F 2T 4.51*  opposite side (T) 511+
1st plane - unst Unst 10+1T  4.90° basal plane Unst
Zr 1st plane unst unst Unst 2B 412 same side (T) 431
2nd plane 245 1.89% 2.12% 2T 438" opposite side (0)  4.53"
3rd plane 140~ 230° 1.69° 1B+1T  4.06+*  basal plane Unst
Er (eV) in the middle layers
1Cu 2Cu
B o T Far Close
Nb - 2.99* 261 20 6.88~  same side (T) 4.38%
2T 5.55~ opposite side (T) 432+
10+1T  4.88~ basal plane 3.86™
Zr 1.98 1.94+ unst 2B 450~ same side (0) 4.75%
20 4.22% opposite side (0) 3.90~
1B+10  unst basal plane 347-

Nb atomic planes, it moves to the interface. When the Cu atom is
placed further from the interface, the minimum formation energy
of 2.13 eV is achieved for the tetrahedral position in the 3rd Nb
atomic plane, and of 1.4 eV for the basal plane position in the 3rd
Zr atomic plane (as highlighted in bold in Table 1), which are pre-
sented in Fig. 10a-b, respectively. In the Nb layer, the Cu interstitial
atom induces a tensile strain of 0.74% along the c-axis (Fig. 10a).
Conversely, when the Cu interstitial atom is introduced in the Zr
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lattice, a compressive out-of-plane strain of 0.18% was calculated
(Fig. 10b), while a similar value of 0.17% of in-plane (parallel to the
interface) tensile strain was found.

Although, the density of Cu atoms in the DFT simulations is al-
ready higher (>0.8%) with respect to the experiment (<0.2%), we
introduced a second Cu atom into the Zr/Nb multilayer in order
to understand the behavior of the Cu atom in the vicinity of an-
other. We positioned the second Cu atom both “close” (within four
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A) to and “far” (eight A or more) from the first Cu atom. The for-
mation energies (see Table 1) are higher when Cu atoms are close
to each other, thus indicating that it is energetically more favorable
for Cu interstitials to stay away from each other in the vicinity of
the interface. The calculations also show that for all “far” configu-
rations the out-of-plane strain is enhanced compared to the strain
obtained by the single Cu interstitial.

The middle region is composed of the planes that are not
affected by the interface; they behave similarly to Zr and Nb
monocrystals. Therefore, we used monocrystals to simulate them
where all the atomic planes are equivalent. We introduced one Cu
atom in various interstitial sites of bulk Zr and Nb. The Cu inter-
stitial atom has the lowest formation energy (2.61 eV) when it oc-
cupies the tetrahedral site in the Nb layer inducing a 0.20% ten-
sile strain out-of-plane, and the lowest formation energy (1.94 eV)
in the octahedral site of the Zr layer which causes a high tensile
strain out-of-plane of 1.65%. When a second Cu atom is added, un-
like the case around the interface, it is energetically more favorable
for Cu atoms to be close to each other. Both for Nb and Zr layers,
close-basal plane of the built supercell configurations (Fig. 10c-d),
have the lowest formation energies, of 3.86 eV and 3.47 eV, re-
spectively (bold in Table 1). The two Cu atoms in the basal plane
in both layers push the closest host atoms which are highlighted
in the inset of Fig. 10c-d, where the dotted white spheres repre-
sent the positions of the nearest host atoms before implantation.
The repositioning of the host atoms induces a significant in-plane
tensile strain which is accompanied by an out-of-plane compres-
sive strain of 0.19% in both Nb and Zr. Based on our simulations,
we observed that Cu atoms in the middle layers tend to precip-
itate and form clusters, whereas in the vicinity of the interface,
they tend to separate. Any in-plane distortion on one side of the
thin layers is transferred to the other side through the interface.
We can conclude that both the Nb and Zr sides have an effect on
the positioning of Cu atoms and that the in-plane distortions are
dominant in obtaining the minimum energy. The minimum forma-
tion energies around the interface with two Cu atoms on one side
(Zr or Nb) are obtained when the two interstitials are separated
(far), which leads to minimum in-plane host atom motion. This is
true when the interface does not change to accommodate defor-
mation (i.e. dislocations) generated by the lattice distortion caused
by Cu implantation. It's also possible that part of the in-plane dis-
tortion is accommodated by interface and part is transferred to the
next layer. In the case of the middle region, we assume that the Nb
and Zr sides can behave independently and the dominant effect of
in-plane distortion on the formation energy is not pronounced. The
system behaves freely and undergoes minimum distortion, thereby
spending minimum energy when Cu atoms precipitate into clus-
ters.

4.3. Substitutions contribution to strain out-of-plane

Since the system is damaged due to implantation, Cu atoms do
not only occupy interstitial positions but also substitutional sites.
In this part, we investigate the distortion of the lattice when Cu
atoms are trapped to occupy a substitutional site by performing
DFT simulations.

The trapping energy E; can be defined as the difference in the
total energy of the system when a single Cu atom is moved from
the interstitial position with the lowest formation energy (initial
state with energy Eja) into the vacancy (as the substitutional
atom or as a second Cu atom (final state with energy Eg,1)), hence,
Et = Efinal — Einitial- Table 2 summarises the trapping energies for
the one and two Cu atoms in the vicinity of the interface and the
middle region. The trapping energies for one Cu atom around the
interface are —5.15 eV and —2.13 eV for Nb and Zr sides, respec-
tively. Even though the magnitudes of the trapping energy values
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Table 2

Trapping energies of first and second Cu atoms into the
vacancy of the systems where a self-interstitial and the
vacancy are already present. S,c, = n copper atoms oc-
cupying the substitutional site in a single vacancy in the
Nb and Zr layer, Iz and Iy, = Zr or Nb self-interstitials,
XX~ = compression, and xx* = tensile.

E; (eV) in the vicinity of the interface

1Cu 2Cu
Nb  Scy + Iy =515  Syoy + Iy,  —0.53%
Zr Scu + lze —2.13% Sacu+ lzr -1.93%
E; (eV) in the middle layer

1Cu 2Cu
Nb  Sey+Iyp  —670  Speut Iy —1.72
Zr Scu + lze -3.04~ Sacut lze —0.65~

for the second Cu atom are not as high as the first one, these val-
ues are still negative. This means that the system gains even fur-
ther energy via the exothermic process of trapping the second Cu
atom, therefore, it is energetically favorable to host the second Cu
atom inside the vacancy. The calculations reveal that in the vicin-
ity of the interface and when a Cu atom is stored inside the va-
cancy, the lattice cell undergoes a tension in both the Nb and Zr
sides of 1.32 and 1.65%, respectively. Increasing the number of Cu
atoms inside the vacancy, the dilatation in the lattice along the c-
axis becomes even stronger, reaching to 1.64 and 1.71% for Nb and
Zr, respectively.

Similar to the behavior of Cu atoms around the interface, the
trapping of Cu atoms inside vacancy is also energetically favor-
able in the middle region for both the Nb and Zr sides. In the Zr
side, trapping a Cu atom inside the vacancy produces a compres-
sion along to c-axis of 0.15% which is further increased with the
increase in the number of Cu atoms inside the vacancy, reaching
0.28%. Conversely, in the Nb side, while one substitutional Cu atom
causes a dilatation along the c-axis of 0.17%, with the introduction
of the second Cu atom, the behavior is completely reversed and
the system undergoes a shrink along the c-axis of 0.08%.

4.4. Role of the interface intermixing on strain out-of-plane

Around the interface, there may be other factors affecting the
strain magnitude, which are relatively harder to evaluate. One of
the factors is the chemical intermixing at the interface. Although
the miscibility of Zr and Nb is low, due to the high energy colli-
sions during the implantation, the Zr and Nb atoms will be mixed
around the interface, especially in a thin multilayer (see Fig. 3). In
order to investigate the effects of such mixing on the strain evo-
lution of the system, we performed DFT calculations where we
swapped one Zr atom with one Nb atom around the interface.
Swapping the atoms of the 1st planes gives a formation energy
of 0.34 eV. If the atoms of the third planes are swapped, the for-
mation energy interestingly becomes lower, 0.20 eV. This indicates
that as long as the impurity atom is in a substitutional position, it
will not be drawn to the interface and the intermixing will be per-
manent. Also, the out-of-plane strain when the atoms are swapped
is compressive in Zr and tensile in the Nb side. Next, we intro-
duced a Cu atom (for both sides) next to the swapped Zr and Nb
atoms of the third planes. The impurity atoms are located at the
interstitial and substitutional positions one by one to cover all the
possibilities. Minimum energy is obtained when the Cu atoms are
in interstitial positions and the Zr and Nb atoms are in substi-
tutional positions. At this configuration, we obtained out-of-plane
tensile strains of 0.47% and 1.33% at the Zr and Nb sides of the
interface, respectively. Next, we introduced a second Cu atom to
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The distortion along the c-axis around the interface and the middle region exerted by different types of defects located at the
most stable interstitial sites or in substitutional sites calculated by DFT and the prediction of the model.

DFT
Interstitials Substitutional Intermixing
model
Teu Ly Scu Sacu no Cu ‘o lew
&0 (%) . cee .
oot . e g e N
oo oo . ce e eer,
interface 0.74 0.84 1.32 1.64 0.12 1.33 1.81 tensile
Nb
middle 0.2 -0.19 0.17 -0.08 - - - compressive
interface -0.18 0.38 1.65 1.71 -0.07 0.47 0.72 compressive
Zr
middle 1.65 -0.19 -0.15 -0.28 - - - tensile

both sides. Again, we covered all possibilities by placing the im-
purity atoms at interstitial and substitutional positions. Similar to
one Cu case, the minimum energy is obtained when the Cu atoms
are at interstitial positions and the Zr and Nb atoms are at sub-
stitutional positions. In this configuration, the tensile strain grew
even bigger- 0.72% at the Zr side and 1.81% at the Nb side of the
interface. The calculations reveal that regardless of the presence
or absence of Cu atoms, it is energetically more favorable for the
impurity Zr and Nb atoms to be trapped in the substitutional po-
sition. The out-of-plane strain in the Nb side of the interface will
always be tensile, whereas, the strain can be compressive or ten-
sile depending on the density of the Cu atoms at the Zr side of the
interface.

4.5. Strain distribution along the damage profile

Since the cumulative lattice distortion reflected by XRD mea-
surements is an average over the whole multilayer, it will contain
information from both the tail (less damage, fewer Cu atoms) and
peak regions (more damage, more Cu atoms) of the ions profile.
Table 3 summarizes all the strain values caused by the different
types of defects in the atomic planes around the interface and the
middle region of Zr and Nb for low and high damage calculated by
DFT. The estimation of the ratio between different types of defects
at the low and high damaged areas is necessary to explain the pre-
dicted strain of our model and XRD measurements. The damage
distribution around the inner region is different from the dam-
age around the interface. Therefore, the distortion in the lattice
should be a result of the combination of different configurations
locally, depending on the density of the damage and the copper
atoms.

The planes in the middle region which are not affected by the
interface should contain the Cu atoms both in interstitial sites and
inside vacancies. A single Cu atom occupies a substitutional site or
an interstitial site (tetrahedral site in Nb and octahedral site in Zr
lattice). When two Cu atoms are in the vicinity of each other, they
tend to form clusters both in interstitial and substitutional sites for
both Nb and Zr sides. In the highly damaged regions (Cu peak con-
centration, Rp ~ 900 nm) more substitutional Cu atoms and/or Cu
clusters are expected, whereas in the tail regions of the damage
profile, the single Cu interstitials dominate. Hence, in the Nb mid-
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dle layers at low damaged regions with low copper concentration,
a single interstitial and/or substitutional Cu atom configurations
will dominate the distortion. When a Cu atom is trapped in an in-
terstitial or a substitutional site, an average tensile strain around
0.18% along the c-axis (see Table 3) is created. On the other hand,
at the highly damaged region and around Cu peak concentration,
two interstitial and/or substitutional Cu atoms configurations will
dominate the distortion. When two Cu atoms are trapped in an
interstitial or a substitutional site, an average compressive strain
out-of-plane of about 0.13% is produced. Since our model pre-
dicts that the atomic planes in Nb middle region undergo an aver-
age compressive strain along c-axis throughout the multilayer, this
strain should be dominated by the highly damaged region which
means (Icy-Sacu/lcu-Scy) >1.4. Since the damage will be promoted
at high fluence, the contribution of I,¢, and V,c, configurations on
the strain with respect to Ic, and S¢, configurations will be even
higher resulting in a further compressive strain, which is in accor-
dance with our model. In the Zr middle region, the single Cu in-
terstitial configuration exerts an enormous tensile strain of about
nine times higher in magnitude than all other defects, presenting a
compressive strain. According to our model, at low fluence, Zr mid-
dle layers are under a very small (0.05%) tensile strain. In order to
compensate the tensile strain due to a single Cu interstitial atom,
there should be nine times more of other defects. Hence, Icy-Scy-
Sacullcu ~ 9. At high fluence, the tensile strain becomes ten times
stronger (0.47%) which means that I;c,-Scy-Sacu/lcy ~ 6.

The situation in the vicinity of the interface is very different
due to the proximity of the defects to the interface. The problem
becomes complicated as the defects will tend to migrate to the
interface. Aiming to investigate the behavior of different kinds of
point defects and understand the strain gradient at Nb and Zr lay-
ers, we performed DFT simulations for the migration of these de-
fects towards the interface.

The investigated migration paths are from the fourth atomic
planes to the interface from both sides along (0001) and (110) di-
rections in Zr and Nb sides, respectively, as shown in Fig. 11.

Fig. 11 shows how the interface interacts with and affects the
local point defects in its immediate vicinity. From the figure, it is
obvious that the migration of any defect to the interface is favor-
able as the process is exothermic. In the Nb side, vacancy type de-
fects are generally found to have significantly higher activation en-
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Fig. 11. Evolution of the migration energy of a single Cu interstitial atom and point
defects (vacancy and self-interstitial) in Zr and Nb layers around the interface.

ergy for migration compared to interstitial type defects. In the Nb
layer, the migration energy barrier for a vacancy is 0.91 eV, while
interstitial migration energy barriers are significantly smaller, at
0.26 eV for self-interstitial and 0.17 eV for Cu interstitial. This may
result in unequal fluxes of mobile interstitials and vacancies, and
thus influence the relative fractions of the various reaction paths
shown in Fig. 11. In Zr layers, while the energy barrier for the
vacancy is lowered to 0.61 eV, the energy barriers for the self-
interstitial and Cu interstitial are increased with respect to Nb to
0.61 eV and 0.48 eV, respectively. This suggests that the point de-
fect proportions in the Nb side in the vicinity of the interface
might significantly differ from the one in the Zr side. The high
energy barrier for the vacancy migration in the Nb side limits its
mobility which will reduce the recombination of vacancy and self-
interstitial at the interface. Contrarily, around the interface, rela-
tively low migration energy barriers in the Zr side enable mutual
annihilation by the recombination of a vacancy and self-interstitial
at the interface. The low healing efficiency in the Nb side of the
interface compared to the Zr side brings us into two major con-
clusions about the full picture of point defect distribution around
the interface. 1) the Zr side around the interface will be somewhat
healed via recombination while the Nb side will contain more va-
cancies, thus the Nb side of the interface remains more damaged.
2) In the Zr side, the low number of vacancies will result in the
low number of vacancy defects (Cu inside vacancies) and more Cu
atoms in interstitial positions. While in Nb side, the high number
of vacancies will cause high vacancy defects and fewer Cu atoms
in interstitial positions. Considering the dominance of interface on
the strain evolution with respect to the middle region, the high
number of defects around the interface in the Nb side compared
to the Zr side is responsible for the higher strain in the Nb side
(XRD and our model). Taking the point defect proportions around
the interface into account will help us better understand the strain
out-of-plane in the system. In the Zr side, one Cu atom in the
interstitial site (basal plane) causes a compressive strain of 0.18%
along the c-axis while a Cu atom in the substitutional site will
induce a much higher tension of 1.65%. Due to the low migra-
tion barrier for Zr vacancy and self interstitial, we can claim that
in the Zr side around the interface, Cu atoms in interstitial posi-
tions will dominate (;%. >> 1) the strain generation compared to
Cu atoms in substitutional positions. This will specifically happen
at the tails of the damage profile. A copper atom in a substitutional
position creates almost nine times higher strain than an intersti-
tial Cu atom. According to our model, Zr undergoes a compressive
strain along the c-axis around the interface which can be achieved
when é%: > 9. In a highly damaged region, although the recombi-
nation rate in Zr is higher than in Nb, there will still be vacancies
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that will accommodate substitutional Cu atoms. A tensile strain of
1.65 and 1.71% will be created by one and two substitutional Cu
atoms, respectively, whereas the interstitial Cu atoms will create
a compressive strain of 0.18%. Based on our model, the Zr atomic
planes around the interface undergo a compression, so, to satisfy
this mechanical behavior, for every one or two Cu inside the va-
cancy, ;%‘. > 9 should hold.

The high migration barrier of Nb vacancy results in the domi-
nance of Cu atoms inside the vacancy on the lattice distortion over
Cu atoms in interstitial sites in the Nb side around the interface.
According to the calculations, one Cu atom inside the vacancy and
one Cu atom in the tetrahedral site both cause a dilatation along
the c-axis. The tensile strain is enhanced by introducing the sec-
ond copper atom either inside the vacancy or in another intersti-
tial site. Thus, irrespective of the damage or copper concentration
(;CT‘:), the Nb atomic planes around the interface (around the tails
or peak damage concentration) undergo tensile strain out-of-plane,
which is in accordance with the results of our model.

4.6. Defects distribution based on the combined semi-analytical
approach and DFT calculations

In this section, we summarize the defects distribution as a func-
tion of the Cu ion profile (at low and high damaged regions) from
the model using the experimental data obtained by SADPs, XRD,
and the DFT results presented in Sections 4.1, 4.2, and 4.3. Fig. 12
shows the impact and distribution of the dominant defects on the
mechanical distortion of Zr and Nb layers at low and high dam-
aged regions. Although all types of defects will be present in the
entire film, it should be safe to assume that it is more probable
to find defect clusters in the highly damaged areas. At the low
damage region denoted as “(LD)", which corresponds to a maxi-
mum Cu concentration of 0.02 and 0.04 at.% for LF and HF, respec-
tively, each Cu atom occupies either interstitial or substitutional
sites (Ijzcus S12cu). Which are shown by blue and green spheres in
the Fig. 12, respectively. In Nb layers, I;5¢, and Sy,¢, defects exert
a tensile strain around the interface (sg‘g (LD) > 0). In the middle
region single Cu defects (Icy, Scy) induce a tensile strain, whereas,
Cu defect clusters (Ipcy, Sacy) Create compressive strain. The final
strain in this region would depend on the ratio of the densities
of the defects. In the Zr side around the interface, Cu interstitials
are dominant over Cu substitutions due to the high recombination
rate of the vacancy and Zr interstitials. Moreover, in this region, it
is energetically more favorable for Cu interstitials to be located far
away from each other which makes the clustering of Cu atoms less
likely. A single Cu interstitial atom is located in the basal plane in-
ducing an outward distortion of the atoms (pushes them away) in
the in-plane direction. This results in a compressive strain in the
out-of-plane direction near the interface in the Zr side. In the Zr
inner region, Cu interstitial atoms reside in octahedral site creating
high tensile strain which is dominant over the weak compressive
strain created by other types of defects, thus, £1(LD),and &3¢ (LD)
are negative and positive, respectively.

At the high damaged region denoted as “(HD)” around the peak
Cu concentration (0.06 and 0.18 at.% at LF and HF, respectively), the
Cu clusters are dominant in the Nb inner region causing a com-
pressive strain. Around the interface in the Nb side, finding S;,cy
type of defects is highly probable since the high vacancy migra-
tion energy barrier towards the interface is largely hindering the
recombination possibility. These defects (mostly) create a tensile
strain. Even if the Iy,c, type defects exist, they would exert fur-
ther tensile strain near the interface on Nb side. Thus, em;d (HD)
and e;\j‘g (HD) are negative and positive, respectively. In the Zr side
around the interface, the high recombination of vacancies and Zr
interstitial atoms occur resulting in excess number of Cu intersti-




image62.png
N. Daghbouj, M. Callisti, H.S. Sen et al.

Acta Materialia 202 (2021) 317-330

- i +
As-deposited Cu cut
T et
« « Situation within Resulting cecscccee
the layers strain toriLe
NPrud + ¢t Sac) .. 35 s
b {75252 <l Sc.) are high SRR -
¢ integface iy R
Zo {0 ey AR
o s 0 0 0 nneeubs
Zrmld{d(lcu)lsmgh 7777777777777777777777777777777777777777 Tttt
Tille
.o =
©
S E
Zr {d( -»compressiveu.oagggeu 52
BPRTI )
Zrmid{“ﬂ“u“v°o”a”w°ﬂu—)—‘— — tensile AR A0 -

Fig. 12. Schematic representation of Zr/Nb multilayers before implantation (left column) and the evolution of strain as a function of ions depth and damage constituents
after Cu implantation (right column). The dominant complexes that form during implantation are represented by different colors. The blue and green colors represent one
or two Cu interstitial (Ij2c,) and substitutional (Syzcy) atoms, respectively. When the same symbol is used several times, it indicates a larger density of the complex. The
density (represented by d) and the ratio of the complexes within the layers after the implantation predicted by the model to obtain the resulting strain are presented in the
middle (between the columns). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

tials compared to substitutional Cu atoms. It is energetically not
favorable for Cu interstitials to precipitate around the interface;
hence, single Cu interstitials will be dominant in this region. A
single Cu atom in interstitial position exerts a compressive strain
&Mt (HD) < 0. In the Zr inner region, it is possible to find all type
of defects, however, the contribution of I¢, is dominant because of
the enormous tensile strain (nine times higher with respect to oth-
ers) it created compared to the compressive strain of other defects
which causes a positive strain ¢ (HD) > 0.

The strain predicted by the model is an average strain which
has contributions from both the low and high damaged regions. In
the Nb side, around the interface, both contribution from the low
and high damaged regions to the overall strain is positive resulting
in a tensile (out-of-plane) strain. While in the Zr side around the
interface, both contributions are negative, which indicate a nega-
tive (out-of-plane) strain. The average strain in the Zr inner region
is tensile due to the positive contribution from both low and high
damaged regions. The Nb inner region has a compressive strain in
the high damaged area. The low damaged area might have a tensile
or a compressive strain depending on the behavior of Cu atoms.
In case Cu atoms tend to form clusters, which is energetically fa-
vorable, the strain will be compressive. Consequently, the average
strain of the whole Nb layers will be compressive, which corrob-
orates our model and SADPs measurements. Based on these find-
ings, we can clarify the XRD peaks shift in Fig. 7. For thin layers
(Zr/Nbyy), the contribution of the atomic planes around the inter-
face is dominant with respect to the inner region. On average, Nb
layers undergo tension due to the stretching of the atomic planes
around the interface (as shown by DFT), on the other hand, Zr lay-
ers undergo compression because of the contraction of the inter-
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planar distance between the atomic planes around the interface.
For thick layers, the contribution of the atomic planes around the
interface is comparable to the ones of the inner region to the cu-
mulative strain. In Nb side, the sum of the average strain around
the interface (tensile) and the inner region (compressive) is neg-
ative. Therefore, the Nb inner regions dominate the strain. In Zr
side, the tensile strain created by the inner region is quite small
compared to the compressive strain induced by the atomic planes
around the interface. Thus, the strain is driven by the contraction
of the distance between the atomic planes around the interface.

5. Conclusion

In this study, we investigated the strain evolution in Zr/Nb mul-
tilayers with a periodicity of 27 and 96 nm, subjected to different
Cu*implantation conditions, by combining different experimental
techniques with DFT calculations. XRD analyses revealed that for
the thin multilayer (Zr/Nby;), radiation damage induced a tensile
out-of-plane strain in Nb layers while a compressive out-of-plane
strain in Zr layers. On the other hand, for thick layers (Zr/Nbgg),
both Zr and Nb layers exhibited a compressive out-of-plane strain.
The increase of strain was more significant in thin layers and in-
creased with implantation fluence. SADP analyses also showed the
same tendency for the strain variation among multilayers. In addi-
tion, these analyses revealed that the strain is enhanced with the
damage concentration, which creates a strain gradient within the
film. XRD analyses unveiled that the nanoscale structural evolu-
tion around interfaces is a key factor controlling the strain of the
whole multilayer system. Based on these results, we developed a
semi-analytical model that reveals the existence of strain gradi-
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ents between the region around the interface and the inner region
of the layers. Damaging mechanisms and strain distribution across
Zr/Nb layers were identified by combining DFT calculations with
the proposed semi-analytical model. The model revealed that the
Nb atomic planes affected by the interface are subjected to tension,
whereas the middle region (not affected by the interface) under-
goes a compression irrespective of the fluence. Conversely, the Zr
middle planes are under tensile strain around the interface and the
distance between Zr atomic planes shrinks along the c-axis with
increasing fluence. For thin layers, the strain is dominated by the
interface, whereas for thick layers the contribution of the inner re-
gion is not negligible. DFT simulations were performed to investi-
gate the impact of various defects on the local strain around the
interface and the inner region of the constituent layers after Cu
implantation. In the vicinity of the interface, the diffusion of point
defects (vacancy and interstitials) to the interface is energetically
more favorable in the Zr side compared to the Nb side. The higher
probability of the vacancy-interstitial recombination in the Zr side
at the interface causes a drop in the cumulative defect density on
that side. High radiation damage around the interface leads to a
higher level of strain in the Nb side, which is in agreement with
XRD analyses.
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persists also in vacuum after thermal annealing. Scanning electron microscopy, Kelvin probe force mi-
croscopy, total photoelectron yield spectroscopy as well as surface mapping by Auger and secondary ion
mass spectroscopies are used to characterize and correlate the surface electronic and chemical proper-
ties. A model of the electron emission enhancement is provided.
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1. Introduction

Emission of electrons from material surfaces plays an important
role in a range of applications, from cold cathodes [1,2] to chemical
processes (solvated electrons [3,4], water purification [5,6]), energy
generation (thermionic processes [7,8], dye-sensitized solar cells
[9,10]), and even cancer treatment [11].

External electron emission involves excitation of electrons in the
bulk, transporting the electrons to the surface, and the escape of the

Abbreviations: AFM, atomic force microscope; BDD, boron doped diamond;
KPFM, Kelvin probe force microscopy; NEA, negative electron affinity; PEA, positive
electron affinity; PPy, polypyrrole; SE secondary electron, SEM scanning electron
microscope; SIMS, secondary ion mass spectroscopy; TPYS, total photoelectron
yield spectroscopy; XPS, x-ray induced photoelectron spectroscopy; UPS, ultraviolet
light induced photoelectron spectroscopy.

* Corresponding author. Faculty of Electrical Engineering, Czech Technical Uni-
versity in Prague, Technicka 2, Prague 6, 166 27, Czech Republic. Tel.:
420773453637.

E-mail address: ukraiego@fel.cvut.cz (E. Ukraintsev).
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0008-6223/© 2020 Elsevier Ltd. All rights reserved.

electrons into vacuum. While undoped diamond has extremely low
conductivity the bulk or surface doping makes it a promising ma-
terial for electron emission, because of its unique physical, chemical
and electronic properties. Diamond and the wide range of modifi-
cations that can be made to it has been attracting growing interest
for water treatment [6], for energy storage and electronics [12], and
for surfaces with positive electron affinity [13]. Bulk diamond is
inert, but its surface can be functionalized with various groups
[14,15] or by doping [16]. By using impurity doping or transfer
doping, highly electrically resistive intrinsic diamond (energetic
gap 5.5 eV) can be modified to achieve p-type or n-type semi-
conducting properties, and thereby to produce various electronic
devices, including electron emitters. Diamond modifications can
drastically change electron emission properties. Contrary to ex-
pectations, no rise in the secondary photoelectron yield in the
excitation regime hv> 5.5 eV was detected on n-type diamond, due
to the high surface barrier. However, on hydrogen-terminated p-
type diamond a photoelectron threshold energy of 4.4 eV can be
detected. This is generally referred to as “negative electron affinity”
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(NEA). NEA is a general property of wide bandgap semiconductors.
Under certain conditions, NEA was detected on hydrogen-
terminated diamond, AIN, AlGaN, GaN, GaAs, BN, SiC and other
materials [16—22]. The origin of NEA on hydrogen-terminated
diamond (either intrinsic or boron doped) is attributed to the for-
mation of C—H dipoles [16] or C—OH dipoles [23]. The NEA of
diamond has been studied for many years [24] using scanning
electron microscopy (SEM), x-ray induced photoelectron spec-
troscopy (XPS), and ultraviolet light induced photoelectron spec-
troscopy (UPS); however, the actual mechanism of NEA on diamond
surfaces is still not completely understood as various factors are in
play such as surface chemistry (C—H vs C—OH), crystallographic
orientation, graphitic patches, surface states, etc.

The impact of NEA on surface conductivity, on electronic states
of diamond and on exciton-derived and electron-derived emissions
was reviewed [25]. In spite of the progress that has been made in
improving diamond emission, there are problems with the low
secondary electron emission yield and with unstable emission on
both boron-doped diamonds [26] and, especially, on phosphorus-
doped diamonds [27].

The properties and structure of the diamond surface play an
important role in the NEA effect. An ordered diamond surface ex-
hibits NEA, while a disordered diamond surface shows positive
electron affinity (PEA) [28]. Surface dipoles and charges play a
crucial role in affecting electron affinity. Over the years, it has been
discovered that NEA is not limited only to C—H dipoles [16] and
C—OH dipoles [23]. The deposition of an ultrathin alkali metal
fluoride was also found to lower the work function of the diamond
surface. In this way, NEA was achieved even on a diamond surface
that originally exhibited PEA [28]. Covalent tethering of positive
crharges in the form of protonated amine groups (NPT also led to
negative electron affinity (NEA), and facilitated external electron
emission into vacuum and internal electron emission into water
(interface injection), in particular under acidic conditions [29]. The
highest NEA (-2 eV) until now has been reported for oxygen-
terminated diamond after magnesium adsorption [30]. However,
NEA is not the only factor that enhances electron emission. Ener-
getic band alignment, surface band bending and surface electronic
barrier are also important.

In our previous work we have grown polypyrrole (PPy) on
hydrogen-terminated boron doped diamond (H-BDD) and oxidized
boron doped diamond (O-BDD) substrates [31]. We showed that
PPy forms chemical bond with H-BDD and only physical bond with
0-BDD. SEM analysis also showed a brighter signal (higher emis-
sion of secondary electrons) on H-BDD after the surface treatment.
On O-BDD the SEM signal remained unchanged. The results sug-
gested that there may be a beneficial effect of PPy-based modifi-
cation on electron emission properties of diamond.

Therefore, in this work we explore this phenomenon in more
comprehensive way. We show that modification of H-BDD by
electrochemical growth of PPy, and subsequent mechanical
removal of PPy leads to the surface exhibiting higher electron
emission than a pristine H-BDD surface or a partially oxidized H-
BDD surface. A unique surface is created in this way, which sur-
passes electron emission from so far the best H-terminated dia-
mond surface [32]. Functionalization of materials by PPy has been
already widely used in drug delivery [33], in biological and chem-
ical sensors [34,35], in optoelectronics [36,37] and in organic
electronics [38], and also in batteries [39] and solar cell applications
[40—43]. Combining PPy with other materials, including diamond,
is therefore expected to have wide applicability. We employ here
highly boron-doped diamond films (facilitating electrical conduc-
tivity) and provide comprehensive microscopic and spectroscopic
analyses. Enhanced electron emission induced by electrons and
photons was detected by scanning electron microscopy (SEM) and
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by total photoelectron yield spectroscopy (TPYS). SEM and TPYS
results are further corroborated by Kelvin probe force microscopy
(KPFM), which reveals that the work function of a diamond surface
modified by PPy is lower than the work function of H-BDD. Surface
composition is analyzed by Auger and secondary ion mass spec-
troscopy (SIMS) measurements. The stability of the enhanced
electron emission is analyzed under aging, heating, air and vacuum
conditions. The competitive effect of surface oxidation is analyzed,
too. Based on all the data, a model of the fundamental mechanism
is elaborated.

2. Materials and methods

Boron-doped diamond was grown on <100>Ib diamond sub-
strates (Sumitomo) by microwave plasma-enhanced chemical va-
por deposition (MW-PECVD) in a 2.45 GHz microwave power
supply reactor (6500 series, ASTeX). The resulting amount of charge
carriers (free carriers) at room temperature was determined to be
in the order of 10'® cm™3. The trimethylboron/CH ratio (B/C) in the
source gas was 300 ppm. The gas pressure, the total gas flow rate
and the microwave power were 25 Torr, 400 sccm and 750 W,
respectively. The substrate temperature was 1073 K. Hydrogen
termination of the diamond surface was prepared by using a
plasma process according to the published protocols [31,44].
Additional treatment by atomic hydrogen from a hot filament
source has been used to further improve the NEA of the hydroge-
nated surface [45].

Fig. 1a shows the schematic illustration of a monocrystalline
diamond sample with a boron doped layer grown by PECVD after
hydrogen termination. The schematic illustration also shows the
polypyrrole layer, which was grown on the H-BDD electrochemi-
cally and then removed mechanically using AFM tip. Microscopic
deposition enables direct PPy growth on devices [31,46], and also
on relatively small monocrystalline diamond substrates and doped
samples. Gold layer used for reference is also shown.

PPy was grown using an Autolab PGSTAT302 N galvanostat
(Metrohm). Constant potential 1.5 V was applied for 300 s. The
droplet volume was 3 pL. A pyrrole solution (240 mM Py and
100 mM NaCl in de-ionized water) was used. The distance between
the H-BDD (working electrode) and the Pt wire (d = 200 pm, a
counter electrode and reference electrode) was 500 um. Fig. 1b
shows a typical I(t) growth curve of PPy. At the beginning of the
growth, the current increases and a flat thin PPy layer is formed
[31]. During the deposition, the PPy layer becomes thicker, and its
conductivity reduces as the current decreases. This is when the
deposition was stopped. The SEM image in Fig. 1c shows that the
PPy deposition (a dark circle in the center of the sample) is uniform.
At low magnification, several openings in the PPy layer are faintly
visible along the right edge of the circle.

Fig. 1d illustrates typical Raman spectra for a thin PPy layer
grown on the H-BDD substrate. The peaks around 940 cm~' and
1600 cm™! correspond to PPy, and the peak at 1332 cm™' is a
diamond peak from the substrate [44]. The Raman spectra were
measured by Renishaw InVia REFLEX Raman setup using 785 nm
laser, 1% laser intensity (2 mW on the sample) and 20 s accumu-
lation time.

AFM characterization was performed using Tap300AI-G canti-
levers (typical cantilever resonance frequency 300 kHz) in contact
AFM and KPFM modes. The surface potential obtained by KPFM on
the gold layer was about —0.6 V for a new cantilever and —0.8 V for
cantilever after performing nanoshaving. Dry scraping with an AFM
tip measuring in contact mode was used to remove PPy layers and
also contamination layers from the diamond substrate before the
KPFM and SEM measurements to get a so-called nanoshaved sur-
face [47,48]. Several (4—8) 5 x 5 um? — 5 x 10 pm? images were
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Fig. 1. a) Schematic illustration of a hydrogen terminated boron doped diamond
sample grown on the monocrystalline diamond substrate and a polypyrrole layer,
which was grown and removed from the H-BDD. The gold layer used for reference is
also shown. b) Chrono-amperometric characteristics of polypyrrole growth at 1.5 V
constant potential on H-terminated highly-doped BDD surfaces. c) SEM image of the
H-BDD sample with a ~2 mm PPy spot with 5 um openings, visible in the rectangle. d)
Typical Raman spectra for the H-BDD substrate and the thin PPy layer grown on the H-
BDD sample. (A colour version of this figure can be viewed online.)

performed in contact mode with the setpoint of 3—4 uN, 256 lines,
0.5 Hz scan rate. For Auger and SIMS measurements the 100 x 100
um? contact mode measurements were done. The thickness of the
PPy layer near the edge of the PPy spot on H-BDD was 15 + 1 nm.
Note that a pristine diamond surface is typically contaminated by
adsorbed hydrocarbon species. The adsorbate layer is less than
3 nm in thickness near a PPy spot; however, it clearly influences the
SEM and KPFM results [31,47]. Therefore, we performed the
nanoshaving also on the pristine surface to obtain comparable data.
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Note that PPy and adsorbates may not be removed perfectly by AFM
scanning. Small amounts of PPy/adsorbates may remain on the
surface. We assume that the contamination is similar for the whole
area, and does not affect the comparison of the data.

Field-emission scanning electron microscopes (MAIA3, TESCAN
and NanoSAM, Omicron) with an InBeam detector at 10 kV and
500 V acceleration voltage were used to characterize the secondary
electron (SE) emission from the samples. The samples in SEM were
contacted on the top surface using a common SEM pin stub with a
metal clamp (beryllium-copper alloy). We tried to obtain SEM
images with as similar as possible measurement conditions
(including brightness and contrast) to make a reliable comparison.
Nevertheless, the overall SEM image intensity still varied by 10%,
possibly due to varying SEM beam intensity. In this way, the in-
tensities in each SEM image were normalized to the intensity of the
freshly nanoshaved PPy area.

For the TPYS measurements, the samples were mounted on a
molybdenum sample holder with a tantalum cover, and were
introduced into a UHV system with a base pressure of
8 x 10~ mbar. TPYS was carried out at room temperature, using a
D, lamp [16]. The PPy layer was removed with the use of cotton
swabs dipped in ethanol (“wet wiping”). Based on our practical
experience the “nanoshaving” and “wet wiping” procedures pro-
vide similar results in terms of PPy layer removal.

Auger measurements were performed after 30 min H-BDD
sarnple annealing at 350 °C WA (1077 mbar) using 3 nA current
and 0.25 s accumulation time in each pixel on Scienta Omicron
nanoSAM Lab system (NANOSAM). The difference between the
intensity at 380.8 eV (N signal) and 394.4 eV (background) was
used as a N peak signal.

SIMS measurements were performed at room temperature on
TOF-SIMS® system (IONTOF). The applied dose was 1.5 x 10" ions
Bi>*/cm? The CN™ ion peak was used for 2D imaging of C—N bonds
on the sample surface.

Partial surface oxidation of H-BDD surface was performed in r.f.
oxygen plasma for a comparison of surface modifications. A
photoresist layer was deposited on H-BDD surface, then four
scratches were made in this layer using a piece of glass to avoid
metal contamination. The oxidation process was performed for 10 s
after the first scratch was made, for 5 s after the second scratch, for
3 s after the third and for 2 s after the fourth. The total process times
were therefore 20, 10, 5, and 2 s. After that the photoresist and
adsorbate layers were removed by “wet wiping” using cotton swabs
dipped in ethanol. Note that PPy was not used in this experiment
with r.f. oxygen plasma. It was the study of oxidation effect on H-
BDD surface for comparison with PPy modification.

We will use the following terms from now on: a “pristine”
surface is a sample surface with natural adsorbates from the air; a
“nanoshaved” surface is a surface from which either a PPy layer or
adsorbates were removed by dry scraping with an AFM tip by
contact mode scans. “Thermal annealing” is a 30 min long thermal
annealing at 350 °C performed in vacuum, during TPYS measure-
ments the temperature was 300 °C. This temperature was chosen
for the removal of adsorbed water and other surface adsorbates
without damaging the diamond surface termination [16].

Experiments were performed on several highly boron doped
diamond samples with similar results. Multiple spots were
measured on each sample, also with similar result. Representative
measurements are shown in the manuscript.

3. Results and discussion
Fig. 2a and b shows SEM images of the PPy layer grown on H-

BDD (left) next to a pristine H-BDD surface (right). The central
square area corresponds to the surface cleaned from PPy and
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Fig. 2. a) SEM image of a PPy layer on H-BDD before thermal annealing. SEM
HV = 10 kV. b) SEM image of a PPy layer on H-BDD after thermal annealing. The graphs
below the images show the normalized SE intensities, including standard deviation
error bars, on nanoshaved PPy and on nanoshaved H-BDD, both freshly nanoshaved
and after 1-month aging: (c) before and (d) after thermal annealing. (A colour version
of this figure can be viewed online.)

adsorbates by AFM nanoshaving. The bottom half of the square area
shows a freshly-cleaned surface. The upper half shows the surface
after 1-month aging in air. The two images were obtained before
and after thermal annealing. The graphs below the images show
the average normalized electron intensities emitted from the
modified and pristine H-terminated areas.

The images and also the graphs show that modification by PPy
leads to a diamond surface with enhanced electron emission. The
intensity of the secondary electrons is about 4% higher. This surface
is stable; there is negligible aging after 1-month aging in air, and
the surface modified by PPy still exhibits higher electron emission
than an H-BDD surface.

After thermal annealing in the heating chamber and fast transfer
to the vacuum chamber into the SEM, the emission contrast be-
tween nanoshaved H-BDD and the newly-created surface termi-
nation did not change significantly, the result is shown in Fig. 2b.
We performed thermal annealing to remove the adsorbed water
[49]; however, some water layer still might have been formed even
during the short transfer from the heating chamber to SEM
chamber. Thus, we performed also in situ thermal annealing and
SEM measurements at 350 °C directly in the UHV chamber of
another machine (Scienta Omicron nanoSAM Lab system). The
enhancement of electron emission is therefore not dependent on
adsorbed water.

Secondary-electron emission properties are generally depen-
dent on the surface morphology. In our experiments, an effect of
surface morphology is not visible because the samples are flat, with
RMS roughness below 3 nm.

We performed similar SEM measurements with only 500 V ac-
celeration voltage. The results look quite similar to the results with
10 kV. Thus, in spite of the different penetration depth of the
electrons, the emission of secondary electrons has higher intensity
on the nanoshaved PPy than on the nanoshaved H-BDD.
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The SEM image in Fig. 3a and the corresponding line profile of SE
intensity in Fig. 3b show the result of a control experiment to
compare the SE contrast for O-BDD and H-BDD. Note that the
nanoshaved O-BDD has only a slightly higher intensity of the sec-
ondary electrons than the pristine O-BDD, while the nanoshaved H-
BDD has a much higher intensity of the secondary electrons than
the pristine H-BDD. This is due to the removal of the adsorbates
contaminating the surface, while the H-termination of the surface
is not affected [50—52]. The removal of the adsorbed contamination
layer from the surface is thus important for obtaining true results
and for enabling a reliable comparison. The comparison shows that
the intensity of the secondary electrons is higher on gold than on
the nanoshaved O-BDD, but is lower than on the nanoshaved H-
BDD. This result represents a typical SEM contrast observed on
diamond surfaces and devices. It therefore confirms that the
enhanced electron emission of the diamond surface modified by
PPy is not an SEM artefact.

We also performed PPy growth and removal on oxygen termi-
nated diamond. Results are similar to previously reported experi-
ments on lowly doped oxygen terminated diamond [31]. Secondary
electron intensity is the same on nanoshaved O-BDD with or
without PPy. Thus the O-BDD surface itself is not modified by PPy,
PPy is merely electrodeposited. Hence we did not perform TPYS
measurements on 0-BDD and we do not discuss the O-BDD ex-
periments here.

The SEM image in Fig. 3c and the corresponding line profile of SE
intensity in Fig. 3d represent the results of an experiment with
partial oxidation of an H-BDD surface (2 s,55,10 s, and 20 s process)
by oxygen plasma. Similar reduction of H-atoms can be done by
thermal treatment too [32]. The SE intensity decreases in all cases.
Only partial, gentle oxidation of H atoms on H-BDD surface there-
fore cannot cause the increase in the secondary electron intensity.
Modification by PPy thus produces a surface of diamond with the
highest SE intensity, exceeding the SE intensity of both H-BDD and
0-BDD.

The reason for this increase must be the change in the surface
atoms on diamond, which can have occurred only after the for-
mation and disruption of a chemical bond between the PPy and the
diamond. It is not related to presence and possible removal of
carbonaceous residues [32], otherwise the mere nanoshaving of H-
BDD surface would provide such effect. We assume that other
similar conductive polymers (such as polyaniline) which can make
highly crosslinked layers (not necessary but beneficial for the suc-
cessful layer removal by AFM tip) should provide similar effect.

The SEM data are corroborated by the KPFM measurements of
surface work function. Fig. 4a presents a KPFM image of a PPy layer
(left side, bright area) grown on H-BDD (right side, dark area) just
after removal (bottom half, below the white line) and after 1-month
aging in air (upper half, above the white line). The spot shown in
Fig. 4a is the central part of the square nanoshaved area presented
in the SEM image in Fig. 2a, i.e whole area shown in Fig. 4a is
nanoshaved. Fig. 4b shows the corresponding surface potential
values with the standard deviation as the error bars. Nanoshaved
PPy has 50 mV higher surface potential (SP) than nanoshaved H-
BDD, indicating the lower work function of nanoshaved PPy. After
1-month aging, the SP of nanoshaved was reduced by 11 mV, while
the SP of nanoshaved H-BDD did not change at all. This is in good
agreement with the effects observed in SE emission intensity in
Fig. 2. Thus KPFM confirms a stable decrease in the work function
on the modified surface. At the same time, the change in the surface
work function confirms that H-termination has not been preserved
and thus there must have been chemical surface modification
during the PPy grafting process. Taking into account our experi-
ments on O-BDD [31] such KPFM data confirm grafting (covalent
bonding) of PPy instead of hydrogen atoms [31,44,53]. Note that we
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Fig. 3. a) SEM image of pristine and nanoshaved H/O-BDD and a gold layer as a reference. b) Corresponding profile with the gold reference level. c) SEM image of nanoshaved low
doped H-BDD with partially oxidized areas. d) Corresponding intensity profile across the oxidized areas. (A colour version of this figure can be viewed online.)
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Fig. 4. a) KPFM image of a nanoshaved PPy layer on H-BDD before thermal annealing.
b) Surface potential values on nanoshaved PPy and nanoshaved H-BDD, freshly
nanoshaved and after 1-month aging. Error bars show the standard deviation of the
average values. (A colour version of this figure can be viewed online.)

did not perform KPFM measurements after vacuum annealing,
because localizing the same place as was measured before
annealing and the subsequent KPFM measurements take quite a lot
of time, and during this time an adsorbate layer will form again.
Fig. 5 shows the results of TPYS measurements before and after
PPy modification of H-BDD (“wet wiping”), and also before and
after thermal annealing. PPy modification of H-BDD causes an in-
crease in photoelectron yield compared to pristine H-BDD. This
increase persists even after in-situ vacuum annealing, i.e. after the
removal of water and other adsorbates, and is in a perfect agree-
ment with the SEM data (showing an increased amount of sec-
ondary electrons) and also with the KPFM data (showing the
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Fig. 5. TPYS data before and after PPy modification of H-BDD, before and after in-situ
thermal annealing. TPYS data of wet oxidized <001> Ila diamond are shown as indi-
cation of a noise level. The annealed pristine H-BDD and annealed “wet wiped” PPy
spectra are fitted by exponential function to estimate NEA. (A colour version of this
figure can be viewed online.)

reduction in the surface work function of nanoshaved PPy
compared to nanoshaved H-BDD).

The overall increase in TPY after thermal annealing can be
attributed to the removal of adsorbates and the removal of possible
surface conductivity due to the removal of adsorbed water. Note
that we did not observe a shift in the TPYS spectra to the higher
energy related to the removal of hydrogen atoms from H-BDD [45].
Thus, vacuum annealing does not modify the surface chemistry, it
only removes the adsorbates. The shape of all curves is similar to
previously reported data on annealed hydrogen terminated
monocrystalline diamond [45]. The shape is more similar to TPYS
on surfaces without adsorbates than to TPYS on surfaces with ad-
sorbates. The sub-bandgap yield (<5.26 eV) was attributed to
electron excitation from the valence band maximum into vacuum
states, and the rise in emission at 5.24, 5.32, 5.49 and 5.54 eV was
attributed to negative electron affinity [45]. Thus, the surface ex-
hibits NEA even after PPy modification. Interestingly, the PPy
modification causes a slight change in the shape of the curve (an
increased slope) for low photon energy values < 5.3 eV, so the pairs
of curves for PPy and H-BDD both have an intersection around
525 eV. These changes indicate lowering of NEA after PPy
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modification compared to an H-terminated surface. The estimated
NEA of pristine H-BDD surface is about —0.8 eV (4.7—5.5 eV) in air
as well as after annealing in vacuum. The value was estimated from
the TPYS threshold energy based on the standard procedure re-
ported by Takeuchi [16,45]. The TPYS data were extrapolated to
crossing zero yield as shown in Fig. 5. The PPy modification reduces
NEA in air by about 0.2 eV (to —0.6 eV). The effect of PPy modifi-
cation remains also after the in-situ annealing in vacuum, only the
NEA is shifted by —0.1 eV to —0.7 eV.

Fig. 5 shows that the observed effect of increased electron
emission is not just a water effect on surface conductivity, but an
effect related to the chemical modification of the diamond surface
and related surface band bending. In other words, it shows that
even after the removal of water and adsorbate layers, the secondary
electron emission and photoelectron emission from PPy modified
diamond are still higher than electron emission from pristine H-
BDD and this surface still exhibits NEA.

Fig. 6a shows the Auger map of a 210 x 160 um? area with a
100 x 100 pm? nanoshaved area. It shows the high N signal of PPy
(1 a.u.), while both nanoshaved areas (NS-PPy (0.18 + 0.05 a.u.) and
NS-H-BDD (0.19 + 0.05 a.u.)) and H-BDD area (0.19 + 0.05 a.u.) have
much lower N signal. The contaminated area in the top right corner
has low intensity too (0.22 + 0.05 a.u.). All values were normalized
to the signal of PPy. There is no significant difference between NS-
PPy and NS-H-BDD signal. This image clearly shows the absence of
N in NS-PPy area, PPy molecules were removed from the surface
completely.

Fig. 60 saows the SIMS map of a 200 x 200 pm® area with a
cemtral 100 x 100 pm® nanoshaved area. 1t shows the 2igh CNT
signal of PPy (1 a.u.), while both nanoshaved areas (NS-PPy
(0.25 + 0.01 a.u.) and NS-H-BDD (0.25 + 0.01 a.u.)) and H-BDD area
without contamination (0.28 + 0.01 a.u.) have much lower CN™
signal. The contaminated area (0.69 + 0.01 a.u.) (clearly visible in
SEM too) in the top right corner has higher CN™ signal than the rest
of the H-BDD area. The SIMS image clearly shows the absence of
C—NH bonds in NS-PPy area, so it proves again that PPy molecules
were removed from H-BDD completely. The SIMS map for a 3CN~
ion peak looks similar to Fig. 6b, but it is noisier due to the lower
signal. Thus, the signal showed in Fig. 6b can come only from 2CN~
ion. No additional N atoms remain on the H-BDD surface, thus a
new surface with higher electron emission was created.

One possible explanation for the result, presented in Figs. 2 and
4 (i.e. the increase in SE intensity and the lower work function on
the surface modified PPy) could be that the electron affinity of the
modified surface is more negative. However, the TPYS data indicate
that this explanation can be rejected, NEA is actually less negative.

b) CN’ peak

Fig. 6. a) Auger map of nitrogen and b) SIMS map of C—N bonding on the original and
nanoshaved (NS) area of modified and non-modified H-BDD surface. (A colour version
of this figure can be viewed online.)
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PPy modification of H-BDD before thermal annealing causes an
increase in the photoelectron yield in comparison with pristine H-
BDD for energy >5.3 eV. Thus, based on the TPYS data we assume
that this increase can be explained by downward band bending and
by still suitable (negative) electron affinity. Some C—NH functional
groups might remain on the surface after the removal of PPy and
provide a positive surface charge as plasma amination of the sur-
face [29]. However, Auger and SIMS measurements do not show any
hint of nitrogen or C—N bonds on the surface and thus exclude this
possibility. Mere surface oxidation by r.f. plasma does not lead to
the observed effect either (see Fig. 3). Taking into account the
previous discussion, the only reason which can cause the enhanced
emission is the removal of hydrogen atoms from the diamond
surface during the treatment with PPy. The surface modification
may thus lead to the carbon terminated surface. Diamond with
carbon reconstructed surface has been reported to provide higher
electron emission on phosphorous-doped diamond [54]. In our
case, the modification maintains negative electron affinity (see the
TPYS and KPFM data), thus it is most likely more effective for
facilitating electron emission.

Based on the above data and arguments, we introduce the
model of enhanced electron emission from H-BDD surface modified
by PPy. It is presented in Fig. 7. The model takes into account the
removal of all N atoms from H-BDD surface after PPy growth and
removal. We employed the guidelines for assembling the surface
band diagrams using KPFM and TPYS data [55].

From the TPYS data, the H-BDD has NEA of
approximately —0.8 + 0.1 eV in both air and in vacuum after anneal-
ing. After PPy modification the nanoshaved PPy/BDD shows NEA of
about —0.6 eVin air and —0.7 eV in vacuum after annealing. Although
such NEA difference is clearly noticeable in TPYS spectra, it is also
possible that it is in reality the same value within the error of +0.1 eV.

Surface work function in air can be evaluated from the KPFM
data. We have calibrated work function of the AFM tip (Tap300Al-
G) on a gold layer after the tip has been used for nanoshaving of the
H-BDD surface (in order to obtain freshly cleaned surface a shown
in Fig. 4). The surface potential obtained by KPFM on the gold layer
was about —0.8 V. As the gold layer work function has been inde-
pendently determined at 5.0 + 0.1 eV by XPS/UPS measurements
[36], the work function of the AFM tip employed for mesurements
in Fig. 4 is 4.2 + 0.1 eV. Using this calibrated tip work function, we
have evaluated work function of both nanoshaved H-BDD and
nanoshaved PPy/BDD in air to 4.8 eV (4.2 + 0.6) and 4.7 eV
(4.2 + 0.5) respectively.

The values are depicted in the band diagram schemes in Fig. 7a
and b. It is obvious that for H-BDD in air the bands must be
necessarily bend upwards and Fermi level falls into the valence
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Fig. 7. Model of electron emission from a) nanoshaved PPy/H-BDD (for both air and
annealed vacuum conditions), b) nanoshaved H-BDD in air (similar as pristine H-BDD),
and ¢) nanoshaved H-BDD in vacuum after annealing. (A colour version of this figure
can be viewed online.)




