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Abstract
This thesis focuses on usable security, which links computer science, human-computer
interaction, and information technology security. The research focuses on understanding
user behavior and its impact on security measures. It shows that even the best security
mechanism can fail if it is not understandable and usable by the user.

The first part of the thesis focuses more generally on usable security and presents the
author’s results in this area. These include user perceptions of security policies, educating
future IT professionals, and the impact of new technologies on user security. In this case,
the authors focus on deepfakes and people’s ability to detect them.

The second part focuses on user authentication. It provides context for its various uses
and then examines voice and facial biometrics and their resilience to deepfake attacks in
detail. It gives examples of different types of attacks utilizing deepfakes and their impact.
Next, we discuss the possible protection mechanisms which can range from deepfake
detection methods to legislative measures.
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Chapter 1

Introduction

IT security is a complex field, which, in practice, is often simplified to mere technical
measures. However, well-managed security encompasses many areas, from process def-
inition, risk analysis, setting the context of the environment, technical measures, the se-
curity documentation, to end users. Unfortunately, we see that the consideration of the
human factor is often neglected despite its crucial importance. Thus, my research focuses
primarily on areas of security that are closely linked to the end users of technologies.

A field that focuses, among other things, on exploring the usability of security tech-
nologies and understanding how users handle these technologies is usable security [1].
Usable security is a subfield of computer science, human-computer interaction, and cy-
bersecurity. One of the fundamental narratives of usable security is that a secure technical
element should ideally not allow a user to make a wrong security decision.

Research in user behavior is essential, as understanding real user behavior is the key
to correctly designing protective measures to have the intended effect in real-world envi-
ronments. It is crucial to avoid the false sense of security that can be created, for example,
by using a high-quality and complicated security measure that the user cannot operate in
reality and so bypasses it. However, usable security is not exclusively aimed at end-users;
it encompasses a wide range of IT expertise, including IT professionals.

I have spent a significant part of my career outside of academia working on develop-
ing and operating IT technologies and leading various IT teams with varying expertise.
On one hand, this has caused a visible publication gap, on the other hand, I have gained
valuable practical experience. Often, I had the opportunity to observe first-hand the im-
pact on security when the human component is not adequately addressed. As an example,
I will share the findings from one of the projects I participated in.

The aim of the project was to update the university security policy. During its update,
one of the goals was to ensure that users understood it better. This activity was also
combined with research, where we measured the impact of user education in this area
alongside the policy development.

It turned out that we could not properly evaluate the approach used and its impact
because ordinary users, in the end, did not access and read the policy at all after it was
published and promoted. The work put into making the policy more understandable to
users has gone to waste, as the element of informing users that a new guideline exists has
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failed. The fact that the directive was binding on users played no role.
This example only confirms that a more comprehensive approach is needed to ensure

user security. In addition to deploying appropriate technical tools, this includes under-
standing how the user works with these tools and ensuring ongoing user education. The
next crucial step is transferring the identified weaknesses and vulnerabilities to the sys-
tem designers, which enables them to improve their solutions and better target the training
content and various supporting methodologies for working with the tools.

My research has dealt with, among other things, the areas mentioned above, and this
thesis presents my research contributions. This thesis is designed as a collection of works
accompanied by an explanatory commentary. The aim is not to present new scientific
results but to explain the context of the author’s scientific activity in detail, highlight the
relationship of the individual results, and relate them to the existing literature.

In my Ph.D. thesis, I addressed selected issues of behavioral patterns in computer
security, where I was primarily engaged in developing a novel concept of biometric au-
thentication based on visually evoked potentials [A1, A2]. Secondly, I investigated the
effects of email user behavior on the effectiveness of anonymization systems [A3, A4,
A5].

This habilitation thesis loosely builds on my previous work with other related topics -
user behavior when using selected security tools, future IT professionals’ education, and
deepfakes’ impact on voice and face biometrics.

Some of my works [A6, A7, A8, A9] also cover areas of legislation topics, as the
law is also part of the broader context in which IT security needs to be addressed. I have
chosen not to include these works in this thesis because they are mostly focused on Czech
law and thus have a limited impact.

The work presented in this thesis is based on research conducted with co-authors from
our laboratory and research collaborations with co-authors from several different faculties
of Masaryk University. I acknowledge the use of DeepL as a support tool for writing in
English and the use of Grammarly for grammar correction.

The rest of the thesis is organized as follows.
Chapter 2 introduces usable security, focuses on user behavior, and investigates how

users handle the selected security mechanisms. Specifically, we cover three areas: how
ordinary users perceive security policy as the primary security management tool, how to
educate future IT professionals in secure coding effectively, and finally, we focus on the
properties of user authentication security mechanisms.

In the last mentioned area, we explore the phenomenon of deepfakes, which introduces
many additional security risks. To better understand how serious the problem is, we
conducted a series of experiments to test people’s ability to recognize deepfakes. The
results revealed major weaknesses that need to be addressed.

In the next part in Chapter 3, we focus on user-related security measures. We take
a closer look at the resilience of authentication mechanisms. To thoroughly map this
issue, we have researched possible attacks based on deepfakes, evaluated the resilience
of current authentication against these attacks, evaluated existing detection mechanisms,
and proposed new approaches.

Chapter 4 concludes the thesis and outlines our future research directions.
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At the end of each chapter is the list of the author’s publications contributing to the
topic, with several representative papers attached in Part II. In Part II, we also describe
the author’s contributions to the papers contained in this thesis.



Chapter 2

Usable Security

Usable security focuses on integrating security in an end-user-friendly way [2]. Usable se-
curity research has been ongoing for more than twenty years. The community has already
understood that users are part of the solution how to increase security and that the prob-
lem is not them but the lack of usability of security mechanisms [3]. Also, psychological
effects such as fatigue from security decisions need to be taken into account [4].

Major areas and challenges in usable security include authentication, encryption, so-
cial engineering, security dialogs and warnings, and privacy [4, 5]. However, to show
that the whole field is much more diverse, we will give a few more examples to illustrate
the diversity of the topic: Green et al. [6] show the importance of usable API design,
Fischer et al. [7] pointed to the issue of stack overflow code reuse, which without deeper
understanding results in security issues, and Chiasson et al. [8] focused on the process
part, namely guidelines for security management interfaces. To add to the variety, we can
also mention our research focused on antivirus software users [A10]. We have proven that
a simple text change can provide a clearer presentation of the security benefits to the user
and lead to greater use of more advanced security solutions.

Despite the fact that usable security research is growing and yielding many results, it
typically focuses on end users and lacks research results focused on IT professionals [5].
In our research, we therefore also focused on user groups other than ordinary users.

2.1 Security Policy
In this section, we take a closer look at security policies and their application as their us-
ability is considered crucial to influence users to behave securely [9]. Many observations
and experiments [10, 11, 12] show that while policies have been with us for years, there
is still a big gap between their mere existence and their actual use. This could be the
reason why most security professionals still consider users as the top data breach risk and
deem that users are negligent or just simply break the security policy1. On the contrary,
overloading users with security requirements can lead to a negative effect [13].

1https://www.darkreading.com/cyber-risk/despite-rise-of-third-party-concerns-end-users-still-the-
biggest-security-risk
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6 CHAPTER 2. USABLE SECURITY

Figure 2.1: The graph reports the share of users who never read the directive and the share of users
reporting not knowing the content. These trends contrast with the decreasing share of users who
shared their university passwords. Figure taken from [A11].

Authors contribution
In our research [A11], we were interested in how users at the university work with the
security policy. We had the great opportunity to participate in modernizing the security
directive at Masaryk University, so we decided that besides implementing modern trends
into the directive, we would also design surveys to measure the impact of these changes
on the user-reported security behavior.

We designed a long-term study to find out if users are complying with the security
policy. Three times in five years we surveyed a sample of students (from 600 in the first
year to 1300 in the last year of the survey) to find out whether they read the directive and
knew its content. We were also interested in their security behavior in different situations
such as sharing a password or if they regularly apply security updates. I was responsible
for setting up the data collection environment and implementing the survey.

We measured three phases, awareness before the publication of the new directive,
awareness after the publication of the new directive and the notification through standard
channels, and awareness after the implementation of the additional information campaign.

The additional campaign focused on several security issues, such as password shar-
ing or the scope of malware, and was launched two months after the policy was issued
through standard institutional channels; we also highlighted the existence of the new se-
curity directive. We ran the campaign in the university magazine as well as on several
university Facebook groups.

The final results were inconclusive. Despite all the campaigning, users were read-
ing the directive less and less. The number of people who have never seen it at all has
increased by 10% over the years – to an alarming 73%.

In contrast, the reported user security behavior was surprisingly quite reasonable –
and often improving. Over time, students began to behave more safely on their own. For
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example, password sharing between students has decreased from nearly 50% to just 36%
(see Figure 2.1). We can say that in areas of endpoint protection or handling passwords
users behave reasonably. Whether this was due to exposure to external sources of rele-
vant information or a more naturally increased adoption of technologies, remains to be
investigated in future work.

Our results showed that education has completely missed the mark in this area of secu-
rity. The additional objectives were then irrelevant - it is impossible to evaluate efforts to
improve the readability of the directive if nearly nobody reads it. This only demonstrates
the need to adequately inform users when deploying security measures.

2.2 Education of future IT professionals

In this section, we will look at another area where security education has been very ef-
fective for change and has had additional positive impacts. Education is one of the few
security mechanisms that affects people directly. Continuous security awareness is a fun-
damental pillar of security. However, it needs to reflect the current situation and threats
to be effective. Education must also consider the target audience, where educating the
general population against common cybercrime will be designed differently than, for ex-
ample, educating future IT professionals.

The topic of education and its effectiveness is very relevant to me because, in addition
to research activities, I am also responsible for teaching the cybersecurity specialization
courses at our faculty. I believe that to provide quality education and increase its effective-
ness, it is necessary to bring new concepts of teaching, to integrate teaching and practice
more closely, and, where appropriate, to investigate the impact of new technologies on
teaching and learning [A12].

Education in computer science degrees puts a strong emphasis on practicality and
due to a broad curriculum it is often difficult to cover more than fundamentals of each
subject [14, 15, 16]. When it comes to IT students who are not security-focused, they
usually obtain only a brief introduction to cybersecurity. The problem remains even if the
student’s focus is purely on cybersecurity, where we must also consider another factor -
the curriculum time allocation structure, which is often limited. Thus, more general topics
such as encryption, authentication, or IT security management usually have priority over
narrow areas such as ethical hacking [A13].

However, even this narrow area can bring many benefits - e.g. it allows the student to
better understand how an attacker thinks, and what tools are available to him, which in
practice makes it easier to create secure products.

Given that the educational system, especially in regions such as the Czech Republic,
is insufficient in addressing the ethical aspects of hacking [14], we have further focused
on this area since it is considered an important piece of cybersecurity professional skillset
by a substantial portion of the community [17, 18, 19]. At the same time, we wanted to
emphasize the involvement of practical tasks, which provide students with valuable ex-
perience, allow them to test their technical knowledge, and further develop non-technical
skills [20].
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Figure 2.2: Orientation of participants on the topic of ethical hacking before and after the project.
Participants were ordered by skill level before the project. Figure taken from [A13].

Authors contribution
Our research focused on integrating real-world Bug Bounty Programs (BBPs) into an
academic curriculum as this allows students to work with real systems during their studies.
Bug Bounty challenge is a security measure used to increase product security [21]. It is
based on the principle of using external entities (ethical hackers) to find vulnerabilities
in your system [22]. It usually includes a suitable incentive system involving financial
rewards to encourage participation in the program [23].

I was part of a broader project team developing a methodology for a responsible cyber
security vulnerability reporting program primarily aimed at SMEs. The knowledge we
gained from this project2 was also used during the preparations of articles in this area.

The main contribution of our work that focused on using bug bounties in educa-
tion [A13] is the design of the concept of incorporating real-world bug bounties into teach-
ing and practical verification of its effectiveness and pedagogical implications (e.g., pro-
viding motivation or how to evaluate students without penalizing them for failing a hunt
or how to provide a safe environment for the student from a legislative perspective).

We implemented the proposed solution in a secure coding course at our faculty to
evaluate our idea. Students could voluntarily choose a new type of project to solve dur-
ing the semester, where they participated in a real-world bug bounty. The goal was not
a successful solution (that was a bonus) but learning appropriate techniques and describ-
ing their implementation during the bug bounty. The students were provided with ed-
ucational materials and instructed on the requirements to participate in the BBPs. The
project evaluation was followed by a questionnaire survey to find out further details. We
supplemented the results with information from the project reports.

I was responsible for the entire execution of the experiment. I designed the way to inte-

2https://www.muni.cz/vyzkum/projekty/43686
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Table 2.1: Personal likings of the project as reported by students. The responses ranged from
1 - 5, where 1 means the worst (negative) and 5 means the best (positive). Symbol σ denotes the
standard deviation. Table taken from [A13].

Question Mean σ

How much would you like to see this type of project incorporated into
regular teaching?

4 0.85

Is the project content beneficial even if the participant has a career path
outside of cybersecurity?

3.91 0.79

How do you feel about working in a real environment on real products? 3.92 0.99

How important is the project’s social impact to you (helping to improve
real safety)

3.42 1.08

grate BB into the subject and project assignment, defined learning areas, created a survey,
evaluated the project solutions, and conducted data collection and evaluation.

Primarily, we were interested in the answer to whether students can successfully solve
BBPs and what impact this type of project involving a practical scenario has on the stu-
dent’s knowledge.

The main result is that all students were able to successfully solve the assignment
and their understanding of ethical hacking increased (see Figure 2.2). In evaluating the
projects, we did not observe a significant deviation from other types of projects. Some
students even succeeded in finding and reporting a real vulnerability. Upon completion of
the project, students reported a good understanding of the topic, a practical understanding
of the different phases of penetration testing, an understanding of the attacker’s perspec-
tive and capabilities, and a working knowledge of ethical hacking tools. Other interesting
results include the fact that students found the knowledge they gained beneficial even if
they plan to pursue a career outside of cybersecurity, as well as the interest of some to
pursue BBPs in their spare time. We also investigated participants’ views on questions
regarding their personal likings of the project as shown in Table 2.1.

The conducted research is only the first phase of an ongoing longitudinal study aimed
at further continuous validation and refinement of the concept.

In our other work [A14], we have elaborated on how the inclusion of other collabo-
rating organizations in our concept can bring further positive effects. This is one of the
ways to partially solve the problem of the lack of specialists, which, for example, the state
institutions suffer from. They can use students to test their infrastructures and possibly
discover existing vulnerabilities, leading to remediation and increased security without
the need for further investment. Beneficially, this opportunity gives students the chance
to test their knowledge and skills on real infrastructure.

However, using BBP brings with it certain risks, from breaking the law by hackers to
data leakage by BBP providers, that must be mitigated. Therefore, we have focused more
on the operators of BBPs in our work, and we have shared the lessons learned.

My role in this research was to provide additional information regarding the imple-
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mentation of the experiment. My task was also to review proposed legal concepts in the
context of operational IT to reflect the actual field situation encountered by IT profession-
als.

To further support this activity, we have conducted an analysis of the legal aspects
of cybersecurity vulnerability disclosure [A15], which puts this issue in the context of
the European directives such as NIS 2 [24] and provides the legal framework needed to
effectively and safely implement a bug bounty program. My task was again to review
proposed legal concepts in the context of operational IT to reflect the actual field situation
encountered by IT professionals.

2.3 Human recognition of deepfakes
In this section, we focus on the challenges brought by the rapid development of generative
AI as managing information security is a continuous process that must consider the devel-
opment of new technologies. These, in addition to their benefits, also bring new threats.
Significant increases in the quality and availability of generative AI models and tools in
recent years have enabled the creation of quality synthetic media (voice, images, video),
even for people lacking a technological background. Over the last few years, this has led
to a significant increase in attacks that use deepfakes - voice, image, or a combination of
the two [A16].

Deepfakes are a subset of synthetic media that depict events that never happened and
can be used for malicious purposes [A17]. The term itself is a combination of words deep
learning and fake. Deepfakes are created using deep neural networks, depicting events
that never happened to entertain, defame individuals, spread fake news, and others [25].

Typical directions of attack are theft and scams, the spread of fake news and hate
propaganda, spoofing attacks on biometrics, defamation, and identity thefts. Although
the range of attacks can vary widely - from defamation of a single person to fake news
spread with high impact potentially influencing geopolitical situations3, the typical target
remains the human being. Recognizing the synthetic medium from the real one is crucial
to ensure resistance to these attacks. Another form of defense may be to deploy additional
technical means to help detect a deepfake, but this is discussed in greater detail in the next
chapter.

Research on humans’ ability to recognize deepfakes mostly focuses on video and pho-
tos; however, there is also work in the area of audio that covers this area. In image/video
domain, studies on human deepfake detection reveal varying success rates based on image
or video quality, with images achieving 58-70% accuracy and videos as low as 20% for
high-quality deepfakes, increasing to over 80% for lower quality ones [26, 27, 28, 29, 30,
31].

In the voice area, Mai et al. [32] revealed a 73% accuracy rate in identifying deepfake
audio. Müller et al. [33] used a game-based approach and the ASVspoof 2019 dataset [34]
and reported 80% success rate in human detection. Watson et al. [35] investigated audio

3https://theconversation.com/deepfakes-in-warfare-new-concerns-emerge-from-their-use-around-the-
russian-invasion-of-ukraine-216393
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deepfake perception among college students. Results showed success rate with a varying
accuracy of 42% to 90% based on the task.

Authors contribution
In our work [A18, A19], we focus on deepfake recognition by humans in the context
of IT security. To better understand how serious the problem is, and to better evaluate
its impact, we conducted a series of experiments to test the ability of humans to detect
deepfakes without any technological support. We also tackled the problem of lacking
a multilingual component; most of the existing research concentrated on English and
other major languages, while we were interested in the impact on languages that are less
represented in the research such as Czech.

Although most of the related published research has demonstrated a relatively high
ability of humans to detect deepfakes, from a security perspective, they had a common
drawback in the design of the experiments. Subjects typically worked in a detector-only
mode, where they had to distinguish between a bona fide sample and a deepfake. They
were thus informed about the nature of the experiment. In real attacks, however, the
victim does not have this information. Insufficient emphasis has also been given to the
effect of varying the quality of deepfakes (which improves over time).

We explored two principal options for the investigation of the human ability to recog-
nize deepfakes:

1. Uninformed recognition - where the intent of the experiment is hidden from the
subject so we can better simulate a real attack.

2. Informed recognition - where subjects are fully informed about the issue of deep-
fakes

My role in this area of research was different from previous ones. I was already
the principal investigator who defined the direction of our research group in this area.
I identified the bottlenecks of the previous experiments and proposed the whole concept
of measuring uninformed recognition using a cover story. I also defined the methodol-
ogy used. Together with colleagues, we later significantly extended the set of analyzed
properties.

For both options, we used a similar methodology: using publicly available state-of-
the-art SW for speech synthesis, we created deepfake samples of the required quality,
which we then used in experiments on a selected demographic group. In addition to the
results obtained by the direct measuring of responses, we also used a questionnaire survey
to obtain additional information.

The initial publication [A18] focused on investigating people’s ability to detect deep-
fakes in casual conversation. A major difference from research papers with a similar focus
was the use of a cover story to conceal the nature of the experiment. This allowed us to
investigate situations that are comparable to real attack conditions.

According to the cover story, participants evaluated the usability of voice messages
via the WhatsApp application by playing a game Two Truths One Lie with a figurant.
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Table 2.2: Human ability to identify deepfake recording during casual conversation. Table taken
from [A19].

Reaction during conversation
Reacted 0%
Described unnatural things from the conversation
Poorer audio quality 41.90%
Deepfake sign 3.20%

During the experiment, the figurant was replaced by his deepfake. The experiment aimed
to see if participants would notice the change in some form and thus detect the attack.
However, the results showed almost zero success rate in this scenario.

None of the participants reacted to the deepfake during the conversation. In follow-up
questions before revealing the main idea of the experiment, only one respondent specifi-
cally addressed deepfakes. The participants stated that the reason behind the low success
rate is their focus on content. The possibility of a fraudulent recording did not occur to
them during the interview, which supports our opinion about the need to simulate scenar-
ios close to real attacks. Results are summarized in Table 2.2.

Our experiment showed an extremely high vulnerability of the general population
that was not detected by the design of previous experiments. We believe that we have
addressed a critical gap in existing research.

In the second area [A19], we used a common experimental setup where participants
knew they would be exposed to deepfakes and just decided whether the sample was bona
fide or deepfake. In this case, we focused on the effect of deepfake quality on how people
recognize them and other attributes that might play a role, such as primary language,
gender, or prior experience with deepfakes.

The main output of the second part of the experiment was the development of the
quality metric for deepfake speech. Quality can be expected to play a significant role in
the success rate of an attack, but it is usually not quantified in relevant research beyond
the description of the dataset used. Determining quality value is thus important to make
it easier to compare the results of multiple independent experiments. Moreover, it is also
relevant from the attacker’s point of view, which will focus on three key parameters dur-
ing design - Speaker Similarity, Perceptual Evaluation of Speech Quality, and Technical
Evaluation of Speech Quality. Our quality metric covers all mentioned areas. We used
a voice biometric system to measure speaker similarity, Perceptual Evaluation of Speech
Quality (PESQ) to measure the people’s subjective opinions of synthetic audio samples,
and Mel Cepstral Distortion to assess speech quality as it is often used in speech synthesis
systems. The measured values were appropriately combined to calculate the final quality.

This metric was then used to evaluate the dataset used in the experiment. We tested
85 participants (48 men, 37 women) over two months using an online survey.

The results revealed that although none of the deepfakes used so far represented
a threshold quality beyond which they could no longer be detected, the higher quality
made it more challenging to detect deepfakes. Given the rapid advances in technology,
it is likely that the results of a more powerful and modern synthesizer will already be
different.
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Figure 2.3: Plots depicting the accuracy of deepfake detection by gender: Men’s accuracy is
shown on the left, and women’s on the right. The X-axis indicates the percentage of correctly
identified deepfakes, while dual Y-axes show the volume of accurately labeled recordings. The
graphs employ orange (m) and blue (f) to distinguish between recordings voiced by male and
female speakers, respectively, sharing a common X axis but with separate Y axes for each gender’s
count of correctly identified recordings. Figure taken from [A19].

Next, we considered what effect the output device, gender, or native language, might
have on recognition. As an example of the results, we present here the difference in
recognition of deepfakes between men and women (see Figure 2.3). Our findings reveal
that men recognized 93.90% of all deepfakes, while women identified 77.20%. Specifi-
cally, men detected 94.10% of deepfakes spoken by women and 93.70% spoken by men.
Women had a 78.90% accuracy rate for deepfakes voiced by men and 75.50% for those
voiced by women, as shown in Figure 2.3.

This part of the experiments confirmed the results of previous studies but further
showed a strong dependence of recognition on the quality of the deepfakes used, dif-
ferences in perception in the population, and also a strong influence of the used output
device.

The information gathered is important for further preparation of campaigns to raise
user awareness in this area. The fundamental conclusion is that, with the current trend
of increasing the quality of synthesizers, people will soon completely lose the ability to
recognize a deepfake from a bona fide sample. Thus, educational campaigns should also
focus on other areas - explaining attacks and the possibilities of exploiting deepfakes,
explaining the need to change internal processes vulnerable to these attacks, or focusing
on familiarizing users with the use of detection and other protection tools.

We have further incorporated our findings into the educational campaigns we created
for a diverse community to raise awareness about this issue. As most of the available ma-
terials are in English, we focused on the Czech Republic. We have co-authored a Czech
book for the general population [A20], where we wrote a chapter dedicated to this issue,
we have worked with the banking association and the police to create a national educa-



14 CHAPTER 2. USABLE SECURITY

tion campaign KYBERTEST4, and we have also delivered over 30 training sessions for
business representatives, police, prosecutors, judges, military, and the general population
or students.

Contributed papers

This chapter is based on our 8 research articles, parts of which are included in this thesis.
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Loutocký. “Beyond the Bugs: Enhancing Bug Bounty Programs through Academic
Partnerships”. In: Proceedings of the 19th International Conference on Availability,
Reliability and Security. ARES ’24. Vienna, Austria: Association for Computing
Machinery, 2024. ISBN: 9798400717185.
https://doi.org/10.1145/3664476.3670455.

I cooperated on the design and analysis of experiments, on the analysis of legisla-
tion and contributed to text writing. Contribution 20%.

[A19] Kamil Malinka, Anton Firc, Milan Šalko, Daniel Prudký, Karolı́na Radačovská,
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and Kamil Malinka. “The legal aspects of cybersecurity vulnerability disclosure:
To the NIS 2 and beyond”. In: Computer Law & Security Review 53 (2024), p.
105988. ISSN: 0267-3649. https://doi.org/10.1016/j.clsr.2024.105988.

I cooperated on the analysis of legislation and contributed to text writing. Contri-
bution 10%.
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Chapter 3

Impacts of Deepfakes on Biometric
Authentication

In the previous chapter, we discussed the increase in attacks utilizing deepfakes on peo-
ple. Recently, we have also seen increasing reports of attacks using deepfakes that target
technical resources. An example is using morphed images to fool automated gates at air-
ports [36]. There are also multiple real-world reported attacks involving synthetic speech
in multiple thefts [25, 37, 38, 39, 40]. The scammers posed as the CEO of an energy
company and managed to extort a payment of 250k USD [41]. China has also reported
an incident involving a successful deepfake spoofing attack on facial recognition. In early
2021, tax fraudsters used deepfake videos to trick the tax invoicing system into accepting
premade deepfake identities to defraud $76.2 million [42].

As shown in the previous chapter, we can’t rely on humans’ abilities, so we decided to
focus on the technical means they use. Since we want to continue focusing on user-related
security measures, we decided to investigate the area of user authentication and test their
resistance to deepfakes.

Authentication is taken into account while discussing persons or data. The practice of
verifying the original data source is known as data authentication. User authentication is
binding an identity to a subject [43]. The subject must provide some proof of his identity.
In this thesis, we focus on user authentication.

There are usually four ways an entity can provide needed information:

1. What the entity knows (such as passwords or secret information)

2. What the entity has (such as a badge or card)

3. What the entity is (such as fingerprints or retinal characteristics)

4. Where the entity is (such as in front of a particular terminal)

Like any security mechanism, authentication is also vulnerable to various attacks.
Therefore, a combination of single-factor approaches is often used to increase its re-
silience - so-called multi-factor authentication (MFA) [44]. It is also one of the solutions

16



3.1. DEEPFAKE-BASED ATTACKS ON BIOMETRIC AUTHENTICATION 17

to partially mitigate the human factor, as users very well accept MFA [45]. In the bank-
ing sector, MFA is even required for some types of sensitive transactions by legislative
standards such as PSD2 [46].

A successful attack on the MFA means a concerted attack on each factor where each
part of the attack must succeed. Since only one of the factors is vulnerable to deepfake-
based attacks, we, therefore, focused primarily on biometric authentication.

3.1 Deepfake-based attacks on biometric authentication
The concept of attacks utilizing deepfakes was defined more than 10 years ago, and
many studies confirmed the vulnerability of verification systems technology to spoof at-
tacks [47]. Also, proof-of-concept on spoofing voice verification was presented at the
2018 Black Hat conference by J. Seymour and A. Aqil [48].

Although the principles of spoofing attacks and possible defenses were defined, these
were more general concepts for testing detection methods, which were difficult to apply
in practice. Previous works examining the feasibility of deepfake-based spoofing attacks
were focused on testing of detection methods, not the whole deployed systems [49, 50].
How individual attacks could be implemented in practice was not sufficiently investigated,
nor was their impact clear. We have tried to cover this gap with our research. In our
work, we have primarily focused on voice authentication; however, we have research that
overlaps with facial authentication because some of the new attacks integrate multiple
types of deepfakes.

Authors contribution

First, we take advantage of one of our previous works to set the context for the security
of a general authentication method. In our work focusing on e-banking security [A21],
we covered authentication mechanisms with a strong focus on the e-banking specifics
in greater detail. As the main contributions, we provided a comprehensive overview of
authentication schemes and their security evaluation. We also proposed the taxonomy for
attacks on e-banking compatible with the general authentication taxonomy by NIST [51],
and we discuss security features of authentication schemes in the context of the European
directive - Payment Services Directive version 2 (PSD2) [52], which requires satisfaction
of various features such as strong authentication. In this research, I defined a taxonomy of
attacks, analyzed legislation, and created an overview of current authentication methods
and their properties in the context of international standards.

However, the most relevant conclusions of this work for the next part of the thesis are
related to biometric authentication. Due to the massive expansion of the use of smart-
phones, the spread of biometrics has increased significantly. The main reason is the
excellent usability and integration directly into the smartphone. Biometrics are used to
strengthen the ”Know Your Customer” process (KYC, the process for client identification
when opening an account, to be done periodically over time) or for device authorization
when using a hardware token, a dynamic password generator, or a secure enclave. One
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Figure 3.1: Visualization of used united taxonomy of deepfakes. Categories are divided according
to the domain and media type. For the facial domain, most of the categories fall under both media
types. Figure taken from [A16].

of our conclusions is that biometrics are still vulnerable to, e.g., replay attacks or man-in-
the-middle attacks. In addition, another new and much more serious threat has emerged,
namely spoofing through deepfakes.

Impacts of deepfakes

In further research, we focused on deepfakes and investigated their impacts on the types
of biometric authentication that are vulnerable to them - specifically, voice and face au-
thentication.

In this part, I was again the principal investigator, setting the direction of our research
group in this area and working on the topic with my PhD students. I defined the need for
detailed research on attacks with a security overlay, determined the appropriate research
methodology, and performed the security analysis. The selected attacks (specifically at-
tacks on voice assistants) were entirely under my responsibility - from the design of the
focus to the design of the method to the implementation of the experiment and its evalua-
tion.

For a thorough orientation in the field, we have published a survey [A16], which pro-
vides a united taxonomy for facial and speech deepfake attacks (see Figure 3.1), defines
differences between each category, and provides an overview of deepfake creation tools,
available datasets, and detection techniques. We also define attack vectors for each deep-
fake category. These attack vectors respect the differences in all deepfake categories and
show the potential of each category to spoof biometrics systems and their usability in
other types of attacks.

We can use face swap as an example. Face swapping refers to a technique where
a face from source photo is transferred onto a face in a target photo (see Figure 3.2). Face
swapping can be misused, for example, to impersonate someone else on a Zoom call,
pornographic material for slander, or to attack facial biometrics. While face swapping
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Figure 3.2: Face swap. a) The source image (victim), b) The target image (attacker), c) The result
of automatic face swap. Figure taken from [A16].

can be more easily computed and performed in real-time, it does not hide most of the
actor’s image, so a potential attacker is limited by having to maintain some similarity to
the victim in the actor. In contrast, face reenactment hides the actor completely, making
the attack easier.

In our work [A16], we summarized the latest developments in each category. How-
ever, our main contribution was the analysis of the threats posed by each type of deepfake
and their combination, as well as a review of the current tools. This information gives us
the baseline for performing a correct risk analysis of the deployed system and correctly
assessing the attacker’s strengths and capabilities, which, in turn, impacts the proper eval-
uation of the price and the attack’s impact.

Practical performing of attacks

While analyzing the current state-of-the-art research, we found a lack of security overlap.
Although the principles of spoofing attacks and possible defenses were defined, these
were more general concepts for testing detection methods, which were difficult to apply
in practice. How individual attacks could be implemented in practice was not sufficiently
investigated, nor was their impact clear. We decided to fill this gap, so we focused on
specific types of attacks in more detail.

We contributed to authentication security by conducting multiple attacks on state-
of-the-art authentication mechanisms by utilizing relevant deepfake synthetic media and
exploring their feasibility. We also performed an impact analysis of successful attacks.
Specifically, we focused on voice biometric authentication used in the KYC process and
voice assistants, and next, we also targeted facial biometrics. We used commonly avail-
able tools for the attacks. Our results showed the practical feasibility of selected attack
types and contributed to a better understanding of the whole process. This information is
essential for the design of effective defenses.

Typically, we have tried to target the expected types of attackers: the casual to mod-
erately advanced user who can use commonly available models, the advanced attacker
who can develop custom models tailored to his purpose, and the strongest type of attacker
imaginable in a corporation with unlimited technology. According to the attacker model,
we chose synthesizers of appropriate quality and attack vectors.



20 CHAPTER 3. IMPACTS OF DEEPFAKES ON BIOMETRIC AUTHENTICATION

Customer verification - Non-malicious

Customer verification - Malicious

Operator

Voice biometrics system

Bank

Operator

Voice biometrics system

Voice

retrieval

Active

Passive

Speech

sytnhesis

Attacker's

content

A

B

Bank

Figure 3.3: Attack scheme. Part A represents non-malicious (genuine) access to customer care call
center, Part B represents malicious access with target voice retrieval phase and speech synthesis.
Figure taken from [A17].

To verify the feasibility of the attacks, evaluate the necessary tools, and assess the
effectiveness, we researched several types of attacks - an attack on the ”Know you cus-
tomer” KYC process implemented using voice and facial biometrics [A17, A22] and an
attack on voice assistants [A23]. We managed to execute all the attacks successfully and
proved their high efficiency. For selected attacks, we evaluated the impact of new tech-
nology (diffusion models) on their success rate [A24].

Attacking KYC process using voice biometrics

First, we focused on the area of customer verification in companies providing customer
care call centers, which is often used also for the ”Know you customer” (KYC) pro-
cess [A17]. Usually, setup is a combination of human operator and biometrics (see Fig-
ure 3.3). While the customers talk to the operator about their request, the voice biometrics
system verifies the customer’s identity. After successful authentication, the operator exe-
cutes the customer’s requested action.

For the practical implementation of the attack, we have chosen the following proce-
dure. First, we created a dataset by using text-to-speech tools for deepfake creation - two
commercial tools Overdub [53] and ResembleAI [54] and one open-source tool Real Time
Voice Cloning [55]. The created dataset consists of genuine and deepfake speech of 100
English and 60 Czech speakers selected from the Common Voice Corpus [56]. Next, we
tested bona fide samples and created deepfake samples on two voice biometrics systems:
Microsoft Speaker Recognition API [57] and Phonexia Voice Verify demo [58].
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Figure 3.4: Comparison scores distribution graphs (top) and FMR / FNMR graphs (bottom). The
left plots represent the created English deepfake dataset. The middle plots represent the created
Czech deepfake dataset. The right plots represent the ASVSpoof 2019 challenge dataset [34].
Figure taken from [A17].

We examine the differences by collecting comparison scores of the genuine, impostor,
and deepfake attempts. Then we compare collected comparison scores by plotting score
distribution plots and false non-match rate (FNMR) and false match rate (FMR) curves.

As Figure 3.4 shows, the deepfake dataset performed very well. The deepfake com-
parison score distributions almost identically overlay the genuine comparison score dis-
tributions, showing that the tested voice biometrics systems could not detect synthetic
speech.

The main contribution of the successful practical attack on a state-of-the-art voice
biometric system we have demonstrated in this paper is the exploration and confirmation
of the technical feasibility of the attack and the provision of information on the range of
victim samples needed for a successful full attack. We also investigated the difference
between text-dependent and text-independent verification, where text-dependent verifica-
tion was shown to be more robust to this type of attack. If we combine the results with
the results of attacks on humans, we find that this method does not provide sufficient
robustness in either part.

Attacking voice assistants using voice biometrics

In our other work, we experimentally demonstrate the vulnerability of four voice assis-
tants (Google Assistant, Siri, Bixby, and Alexa) to attack based on voice deepfakes and
replay attacks [A23]. As part of the experiment, we also evaluate the suitability of the
selected speech synthesis tools for this type of attack. We also analyzed the proposed
scenarios to evaluate the security impacts of demonstrated attacks.

Seventy-two respondents participated in the experiment in a controlled environment.
Each participant was enrolled in all voice assistants and performed 30 bona fide authen-
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Figure 3.5: Success rates of attacks on voice assistants. Figure taken from [A23].

tication trials with each assistant. Next, we recorded the participant’s speech and created
a deepfake speech using four state-of-the-art speech synthesizers in a text-to-speech (TTS)
setting - CoquiAI1 [59], ResembleAI [54], TorToiSe [60], and XTTS [61]. To perform re-
play attacks, we replayed the original sentences with wake words for each assistant. Next,
we played the wake words synthesized using different tools to all assistants. The success
rate was computed to evaluate the efficacy of each verification attempt.

The breakdown of attack success rates is shown in Figure 3.5. The replay attacks
succeeded approximately every second time, while some of the deepfakes reproduced
the bona fide success rates of more than 90%. We then conducted a threat analysis to
discuss a potential attack’s impact. The analysis revealed potential privacy breaches and
financial damage, but also that assistants do not allow activation of critical functions, such
as payments, via voice commands. Overall, we showed the great vulnerability of voice
assistants and the importance of choosing the appropriate authentication mechanism for
a desired use case.

Attacking KYC process based on face biometrics

Another type of attack we experimentally verified was the attack on face biometrics [A22].
First, we analyzed the attacker model. It is important to understand where this kind of

attack makes sense because it is sometimes easier for attackers to use different technical
means (see Figure 3.6).

Based on our analysis, we defined three categories of system types. The first cat-
egory includes systems where implementing an attack is difficult or infeasible. These
cases mostly involve access control, often supplemented by human surveillance, where
an attacker pointing a tablet at the camera would be suspicious and probably caught very
quickly. The second category includes use cases where deepfake spoofing is unnecessary.

1Discontinued in 12/2023.
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Figure 3.6: Scenarios using facial recognition can be divided into three categories depending on
whether it makes sense to attack them using deepfakes. Category 1: It is difficult to attack them
with deepfakes. Category 2: It is not worth using deepfakes to attack. This category includes
”Older facial recognition systems”, which refers to all use cases of outdated and poorly designed
systems for which more conventional attack methods are sufficient. Category 3: Appropriate use
of deepfakes in an attack (green solid line). Figure taken from [A22].

Such use cases typically involve outdated or simple facial recognition systems vulnerable
to basic presentation attacks. Thus, the extra effort to create a deepfake is unnecessary
from the attacker’s perspective. The third category includes use cases well suited for
deepfake spoofing attacks, including current biometric authentication or age verification
systems. These use cases allow a meaningful implementation of spoofing attacks because
they mostly use video-based input data for verification, and are usually remote (without
surveillance).

Next, we experimentally performed a deepfake-based attack on the selected commer-
cial systems (IFace SDK 3.0 [62] and Megamatcher [63]) and evaluated its effectiveness.
We tested two scenarios. In the image-to-profile scenario, only a single facial image
(frame) was extracted from the input video and compared to the user profile stored in the
database. In multiple-image-to-profile scenarios, multiple frames were extracted from the
video and compared to the profile. The scores for each frame were averaged. For both
phases of the experiment, individual images and image sequences of 58 identities were
selected from the Celeb-DF dataset [64] and fed into systems via their API.

Similar to previous attacks, results show insufficient resilience of current systems.
The plot clearly illustrates a disturbing phenomenon - the overlap between deepfake and
genuine scores (see Figure 3.7). Some of the deepfake samples have reached a sufficient
threshold for acceptance by the system. However, modifying the threshold settings to
also reject these samples would result in a significant increase in the rejection of eligible
samples.

Similar results were obtained for the second, more advanced scenario. Using multiple
frames extracted from the video was expected to provide more robustness as it can iden-
tify inconsistencies between these frames. However, the comparison scores distribution
graphs have the same properties as in the previous scenario. The experimental results thus
show the high vulnerability of facial biometrics, where even advanced approaches do not
provide good protection as the systems struggled to identify deepfakes even with multiple
snapshots.
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Figure 3.7: Comparison scores distribution graph on the left and right FMR / FNMR graphs for
the IFace fast mode for image-to-profile comparisons. Figure taken from [A22].

Impact of diffusion models on speech synthesis

An essential part of deepfake research is the impact of new approaches and models that
can improve the quality of a deepfake or the speed of its creation. Improvement has
implications on the attacker’s power, where, for example, the ability to create a deepfake
in real time has significant consequences because it enables new types of attacks. To
keep up with the attackers, we explored diffusion models, a novel method for creating
a realistic synthetic speech, and their impact on the attacker’s strength [A24].

Diffusion models have emerged as a new technique for producing highly realistic syn-
thetic speech [65]. To evaluate their impact on security, we compare diffusion-generated
deepfakes with non-diffusion-generated ones in the context of their ability to fool the
deepfake speech detectors. We also focus on the quality and characteristics of generated
speech to determine if they present a more significant threat.

The experiment aimed to determine whether diffusion-based synthesizers produce
deepfakes of better quality. To verify this, we created a dataset consisting of deepfake
samples created by diffusion synthesizers and non-diffusion synthesizers. We used rep-
resentatives of the four basic synthesizer types: diffusion synthesizers with non-diffusion
vocoders, diffusion-only synthesizers, diffusion-based vocoders, and non-diffusion syn-
thesizers. Next, the datasets was used to evaluate three state-of-the-art (SOTA) deepfake
speech detectors: LFCC-LCNN [66], Wav2vec + GAT [67] and IDSD [A25]. Part of the
experiment also involved evaluating the quality of the synthesized speech.

The results show a low impact of the diffusion models as the effectiveness of detection
remains consistent across both types of synthesizers. Also, the similarity of the speaker
was consistent, and the quality of the generated speech was comparable.

The main contribution is the dataset itself, as we have published the dataset, to enable
further analysis in this area. We also plan to further expand it in the future. The second
contribution is the finding that diffusion models do not introduce additional negatives
and do not increase the strength of an attacker using voice deepfakes. Deepfake samples
produced by these models have similar properties to existing deepfakes and are detectable
by existing detectors at a comparable level.
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Figure 3.8: Deepfake lifecycle with areas allowing mitigation of deepfake threats. Malicious
usages are visualized using dashed (red) lines, and beneficial usages using dotted (green) lines.
Figure taken from [A26].

3.2 Protection against deepfake attacks
In the previous chapters, we have discussed the implementation of attacks using deep-
fakes, the factors affecting their success, and their impact. The results show that they
represent a real threat that needs to be addressed. Thus, we also decided to contribute to
the area of protection methods.

A report [68] published by the U.S. Department of Homeland Security in 2021 pre-
sented broad-based deepfake mitigation measures. Six sequential areas were defined:
Intent, Research, Create, Disseminate, Viewer Response, and Victim Response. These
areas map the whole cycle from the malicious actor’s first idea to the targeted individual’s
response. For each phase, stakeholders and potential mitigation measures are identified.
However, the report is oriented towards policymakers and the legal side of mitigation
measures, primarily focusing on the US. The mitigation measures are rather broad and
vague and do not include the required technical details.

In contrast, in our approach, we focus on the technical aspect of deepfake mitigation.
For a better understanding of the problem, we will present the deepfake use lifecycle
and illustrate other applications of protection mechanisms on top of it [A26]. Most of
the discussion that has been devoted to protection mechanisms has focused on deepfake
detection. The disadvantage of this approach is that if detection fails, no other protection is
standing in the way of a successful attack. Detection is thus an important part of building
protection, but it is not the only option.

Deepfake lifecycle

The deepfake lifecycle (see Figure 3.8) is an abstract model describing the life of a deep-
fake from its creation to mis/usage. This lifecycle might be divided into three distinct
areas where deepfake threats might be mitigated: preparation, creation, and usage.

The first area in the deepfake life cycle is preparation, which includes the following
stages:
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• Data collection: The first step in preparing for the creation of deepfakes is to collect
data that will be used to create them. This may involve collecting images, videos
or utterances of the target individual, along with any other relevant data that can be
used to create a convincing deepfake.

• Data transformation: Once the data has been collected, it may need to be trans-
formed or processed before it can be used for training or inference. This may in-
volve cleaning the data, removing noise or artefacts, or converting it into a format
that can be used by the deepfake creation tool.

• Training the model: After the data has been collected and transformed, the next
step is to train the deepfake model. The training process involves using large la-
belled datasets.

• Fine-tuning the model: Once the model has been trained, it may need to be fine-
tuned or adjusted to improve its performance. Fine-tuning is often done to published
pre-trained models to adjust them to a specific individual. Much less data is required
than for training the whole model.

Overall, the preparation area of the deepfake life cycle involves collecting and prepar-
ing the data, models, and tools needed to create deepfakes. By collecting high-quality
data, transforming it as needed, training the deepfake model, and fine-tuning it for opti-
mal performance, malicious actors can create convincing and realistic deepfakes.

The second area involves using the prepared data and tools to generate the deepfake
persona. The key stages are as follows:

• Inference: The first step in creating a deepfake is to use the trained model to gen-
erate the fake media. This process involves using the deepfake tool (speech synthe-
sizer, face-swap application, etc.) to generate images, videos, or utterances based
on the input data collected during the preparation stage.

• Image processing: Once the deepfake media has been generated, it may need to be
processed further to improve its quality or enhance its realism. This may involve
using image processing techniques such as noise reduction, color correction, or
sharpening to improve the visual quality of the deepfake.

• Audio processing: Besides processing the visual aspect of the deepfake media, au-
dio processing may also be required to improve the quality of the audio included in
the deepfake. This may involve noise reduction, filtering, or equalization techniques
to enhance the audio quality and make it more convincing.

• Integration: Once the deepfake media has been generated and processed, it may
need to be integrated into a larger project or application. This may involve inte-
grating deepfake media into a video editing project, a virtual reality application, or
a social media platform.
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The creation involves using the prepared data and tools to generate deepfake media.
By using the deepfake tool to generate images, videos, or utterances and processing the
media to improve its quality and realism, malicious actors can create highly convincing
and realistic deepfakes that can be used for various purposes.

The third area involves the distribution and misuse of deepfake media. This stage is
critical because it determines the ultimate impact of the deepfake, which can be either
positive or negative. We have already covered various types of misusage in previous
sections.

Protection methods

Protection against deepfakes usually focuses on detection; however, this is deployed in
the last phase of the lifecycle, and failure means a successful attack. Realistically, we
could have a much more diverse range of protection measures deployed in other parts
of the attack lifecycle: watermarking [69], legal regulations such as AI Act [70] and
related legislation (in the preparatory phase) [71], Digital Services Act [72], methods for
obstructing deepfake creation [73, 74], forensics analysis [75], methods ensuring proof of
authenticity [76, 77], or straightforward removal of vulnerable components.

Digital watermarking: Digital watermarking is a process of imperceptibly altering
a piece of data to embed information about the data. Watermarking has been accepted as
an effective and practical technique to protect the copyright of digital multimedia [69].
The watermark should not be easily removed or added to the media, but this is difficult to
accomplish, so it remains a research problem. The digital watermark might be used in two
major ways: Verifying source and Marking synthetic media. The first uses a watermark to
verify the media is genuine [78]. The media capturing device, such as a digital camera,
may add this watermark. The second uses a watermark to mark synthetic media. Devel-
opers of deepfake creation tools, both commercial and open-source, might be required to
include such a watermark in the output of their tools.

Legal regulations: The regulation of deepfakes at both EU and national levels in-
volves a complex framework of hard and soft laws. However, enforcement remains chal-
lenging, often failing to protect victims adequately. The involvement of multiple entities
in the deepfake lifecycle fragments responsibilities. Priority should be given to defining
the obligations of technology providers and hosting platforms, which play central roles in
creating and disseminating deepfakes. A recent study by van Huijstee et al. [79] compre-
hensively analyses possible ways forward. The most effective regulatory framework for
the Preparation area seems to be the AI Act [70] and related legislation (in the prepara-
tory phase) [71]. Also, in the Creation area, the regulatory framework for AI allows
for the development of labeling guidelines accompanied by a broad obligation to label
deepfake. Furthermore, specific applications with clearly negative impacts, such as non-
consensual deepfake pornography, should be expressly prohibited. Additionally, the Eu-
ropean democracy action plan [80] offers a suitable instrument for banning deepfakes con-
taining political disinformation and manipulative communication. National-level criminal
law should be revised to encompass and react to creating specific deepfake tools. The Us-
age area is where the platforms should play the central role in helping to detect deepfakes,
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support victims, and identify perpetrators. Digital Services Act [72] can serve as a basis
for having deepfake detection and authenticity verification systems in place. Independent
oversight and increased transparency should allow for the development and deployment
of additional third-party measures and solutions that protect individuals. Furthermore,
GDPR [81], in its current version or with partial revision, provides a suitable vehicle for
additional regulatory measures, primarily EDPB guidelines2. GDPR is highly relevant
as voice and facial data should be considered as biometric data and protected as special
categories of personal data. On top of that, the trust services introduced by the eIDAS
Regulation [82] could be based on further guidelines and explanations specified to be
offered.

Obstructing deepfake creation: We can also try to obstruct deepfake creation. Li
et al. [73] proposed the Landmark Breaker method that disrupts facial landmark extrac-
tion and thus obstructs the usage of facial images for deepfake creation. Khachaturov et
al. [83] proposed a process that allows augmenting any arbitrary image so that any attempt
to edit it using a specific model will add arbitrary visible information. Such obstruction
techniques might be applied directly by a device used to capture the media, manually by
the creator, or automatically when sharing the media online.

Proof of authenticity: Proofs of authenticity are common for physical media, such as
a certificate of authenticity (COA) given with the purchase of artwork. A similar concept
might be transferred into the digital domain to prove the authenticity of digital content.
An example of such a system has been presented by Hasan and Salah [76], who use block-
chain technology to pose as proof of authenticity by providing credible and secure trace-
ability to the source. Boneh et al. [77] suggest using a cryptographic content-signing key.
All media exported from a camera would be signed, meaning that every piece of media
would have a digital signature identifying the device used to capture it. The functionality
of this kind is available using ProofMode3.

Deepfake detection: However, current deepfake protection efforts focus mainly on
detection. In the area of deepfake face detection methods, there are plenty of methods:
detection based on artifact detection [84, 85, 86, 87], based on deep learning [88, 89], or
based on physiological features such as eye blinking [90, 91].

In the area of deepfake voice detection, the community has long been involved in
developing detection methods. One of the ways is participation in competitions for the
most effective detector - e.g., the recent ASVspoof challenge 5 [92]. However, the transfer
of obtained results to security practice is problematic and slow. Published methods are
mostly not commercially available and not ready for production deployment, leaving users
to defend against the increased attacks that have proliferated in recent years.

Based on ASVspoof challenge 5 results4, current detectors have architectures based
on deep neural networks [92]. Most systems in the challenge are based on the AASIST
framework [93] and pre-trained SSL models, such as Wav2Vec2 [94] or WavLM [95].

In addition, the authors of the detection methods themselves are aware of the lim-

2https://edpb.europa.eu/our-work-tools/general-guidance/guidelines-
recommendations-best-practices_en

3https://github.com/guardianproject/proofmode-android
4https://www.asvspoof.org/

https://edpb.europa.eu/our-work-tools/general-guidance/guidelines-recommendations-best-practices_en
https://edpb.europa.eu/our-work-tools/general-guidance/guidelines-recommendations-best-practices_en
https://github.com/guardianproject/proofmode-android
https://www.asvspoof.org/
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(a) STFT-Spectrogram (b) CQT-Spectrogram (c) VQT-Spectrogram (d) IIRT-Spectrogram

(e) Mel-Spectrogram (f) MFCC-Cepstrogram (g) Chromagram

Figure 3.9: Examples of used spectrograms. Each image represents the same recording. Figure
taken from [A25].

itations of their approach - to ensure comparability of results, the dataset used in the
competition is specially prepared. Despite the authors’ efforts to update it as much as
possible, it cannot reflect all attacks. It is also often focused on a narrower area. It does
not accentuate the problem of generalization, where even the authors of successful models
themselves point out that the identical successful architecture does not achieve the same
results on other datasets - e.g., the older ASVspoof challenge [96].

Authors contribution

Our goal is primarily to bring the existing field of detection design closer to real-world
cybersecurity and to emphasize the need to find effective ways of translating scientific
results into practice so that we have the tools to protect us from previously theoretical
attacks. We also wanted to contribute to the field, so, in addition to working with meth-
ods that already exist, we designed and evaluated a new detection mechanism based on
spectrogram analysis.

I was primarily responsible for defining the deepfake lifecycle and finding appropriate
measures for each area. I also defined the need to focus on areas other than detection.
My role in the case of the detector design was primarily to supervise the methodology.
In the field of detector comparison, I defined this research need and participated in the
experimental evaluation of the detectors.

Detection based on spectrogram analysis

In our work [A25], we build on Reimao [97], who first proposed image-based deepfake
speech detection, and Khochare et al. [98] who later extended the idea and explored the
behavior of Temporal Convolutional Networks (TCNs) with Mel-Spectrogram as input.
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Figure 3.10: Equal Error Rates (EER) for each training dataset and detector. The dashed line
shows the total EER for each detector. Figure taken from [A25].

We designed and implemented various detectors utilizing different spectrograms as
inputs and evaluated their performance and data requirements on multiple datasets.

In the first part of the experiment, we evaluated the accuracy of selected spectrograms
(see Figure 3.9). In the second part, we investigate the data requirements for each spectro-
gram and compare the spectrograms in terms of storage space consumed, RAM consumed
during training, and time required to extract each spectrogram.

Figure 3.10 shows the comparison of EER collected from all detectors. Our other
results may be of interest in a context where you have limited resources and are looking
for a detector that best handles this limitation. STFT-spectrogram is the most resource-
hungry. It is also the fastest one for extraction. However, in scenarios with unlimited re-
sources, the STFT-spectrogram provides the highest accuracy. The accuracy over known
data is the best when using the MFCC-spectrogram, while its data requirements are among
the lowest. The accuracy over unknown data is the best for Mel-spectrogram and VQT-
spectrogram.

As it turns out, there is no single answer to the question of which detector is most
effective or which dataset is best. Many parameters can be taken into account, and detec-
tor behavior varies significantly based on these parameters. It is, therefore, essential to
understand the environment in which such a detector will be used and to set it up to give
the best performance under the given circumstances.

Evaluation of existing detection methods

As already mentioned, comparing the performance of individual detectors is difficult.
The main reason is the different testing methodologies and test datasets used by the in-
dividual authors. Another key challenge in the field of false speech detection is gener-
alization—ensuring good detector performance under different and unprecedented con-
ditions, such as different speakers, recording environments, and false speech generation
techniques. While models may excel on their training datasets, they often have prob-
lems with real data, which limits their effectiveness. An important activity in this area,
the ASVSpoof challenge [34], particularly ASVSpoof5 [92], addresses this problem by
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evaluating detectors’ generalization capabilities to improve their robustness in practical
applications.

We decided to address both problems in our next work [A27]. We focused on the
problem of a detector comparison and tried to find an answer to how to develop detectors
in a way that makes them easier to compare because the existing methods used in the
community do not sufficiently reflect the general quality of the detector and its general-
ization capability. We also aimed to provide guidance on how to test and develop new
methods to ease their transition to practice.

We proposed a detailed framework for evaluating and comparing deepfake speech
detectors. Our goal was to provide a testing environment that ensures replicability of
experiments, comparability of deepfake speech detectors, and easy incorporation of new
deepfake speech detectors.

Setting up a proper testing environment is quite complicated, as we can see for ex-
ample in the ASVSpoof challenge. So it is not advisable to force the detector authors
to solve this additional problem and it is useful to provide them with best practices on
how to carry out the evaluation process. While they are proficient at model design, it
is more complicated to achieve correct verifying processes, which take into account all
advancements.

To showcase the usage of our framework and the benefits it can bring, we then used
this framework to evaluate 40 state-of-the-art deepfake speech detectors. We performed
extensive experiments, where we extended common approaches by testing for previously
unobserved forms of manipulated speech. In fact, we extended the testing to include
simple modifications that an attacker could use to prevent detection. We also investigated
the most appropriate detector architecture concerning accuracy and robustness.

The basic principle of the framework is straightforward: it allows us to compare dif-
ferent detectors on different datasets. It provides us consistent environment, as it allows
us to train and evaluate various detectors on the same datasets. This ensures that any
differences in performance are due to the design or characteristics of the detectors rather
than to inconsistencies in the data.

The framework’s flexibility allows easy expansion with new detectors, validation
datasets, or training data. While adding a new detector is a simple operation, adding
a new validation dataset requires evaluating each detector to obtain valid results. The
most demanding part is the change in training datasets, as it requires complete re-training
of all detectors and their full re-evaluation, which is time and resource-demanding.

To demonstrate our framework, we conducted experiments comparing state-of-the-art
deepfake speech detectors and assessing their robustness, particularly against potential
attacks. We selected 14 publicly available implementations for testing. As some im-
plementations contained multiple models, the total number of tested methods increased
to 40.

To achieve the goal of testing resistance to methods that can be used by a common at-
tacker, it was necessary to create a modified dataset that contained the application of these
modifications to common datasets before the actual testing. We selected modifications to
simulate real-world audio distortions, including environmental noise (white, street, bird),
compression artifacts (MP3, WMA), frequency reduction, and volume reduction, reflect-
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Figure 3.11: Heatmap visualisation - Each row represents a tested detector and each column mod-
ification to speech. The visualisation highlights the least robust detectors and the most challenging
modifications. Green denotes low EER (good), and yellow denotes high EER (bad). Figure taken
from [A27].

ing challenges like lossy transmission, low-quality microphones, and weak signals.
The resulting comparison of detectors yielded several interesting conclusions (see Fig-

ure 3.11). Some detectors show inferior performance compared to others and specialized
architectures proved to outperform more general architectures. As you can see in the
last 5 lines of the figure, the important difference was also played by whether the detec-
tors experienced some form of adversarial sampling during training as they simulated the
challenging conditions of evaluation. Furthermore, it turned out that although the result-
ing architecture is important, the proper training procedure plays a more significant role,
as some of the inferior detectors outperformed the better detectors when properly trained
on a well-constructed dataset.

We also verified the successful modifications using biometric authentication to see if
they succeeded for both control mechanisms. This is because in practice we can expect
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interconnection between the detector and the biometrics, where rejection of a sample by
one of the components means automatic rejection. Results show that most modifications
have little to no effect on the speaker recognition system’s performance.

We believe that our framework has many uses (and opens up other interesting di-
rections of research): evaluation of new detectors, identification of superior approaches,
architectures, and training data, the formal basis for the creation of large-scale deepfake
detection evaluation tools, and a prelude to certification of deepfake speech detection sys-
tems involving advanced acceptance testing.

Contributed papers
This chapter is based on our 9 research articles, parts of which are included in this thesis.

Articles in collection
[A21] Kamil Malinka, Ondřej Hujňák, Petr Hanáček, and Lukáš Hellebrandt. “E-Banking

Security Study—10 Years Later”. In: IEEE Access 10 (2022), pp. 16681–16699.
DOI: 10.1109/ACCESS.2022.3149475.

I led the research, proposed the attack taxonomy, cooperated on the analysis, and
significantly contributed to text writing. Contribution 35%.

[A16] Anton Firc, Kamil Malinka, and Petr Hanáček. “Deepfakes as a threat to a speaker
and facial recognition: An overview of tools and attack vectors”. In: Heliyon 9.4
(2023), e15090. ISSN: 2405-8440.
DOI: https://doi.org/10.1016/j.heliyon.2023.e15090.

I cooperated on the analysis and contributed to text writing. Contribution 45%.

[A17] Anton Firc and Kamil Malinka. “The Dawn of a Text-Dependent Society: Deep-
fakes as a Threat to Speech Verification Systems”. In: Proceedings of the 37th
ACM/SIGAPP Symposium on Applied Computing. SAC ’22. Virtual Event: Asso-
ciation for Computing Machinery, 2022, pp. 1646–1655. ISBN: 9781450387132.
https://doi.org/10.1145/3477314.3507013.

I cooperated on the design and analysis of experiments and contributed to text writ-
ing. Contribution 50%.

[A23] Kamil Malinka, Anton Firc, Petr Kaška, Tomáš Lapšanský, Oskar Šandor, and
Ivan Homoliak. “Resilience of Voice Assistants to Synthetic Speech”. In: Com-
puter Security – ESORICS 2024. Ed. by Joaquin Garcia-Alfaro, Rafał Kozik,
Michał Choraś, and Sokratis Katsikas. Cham: Springer Nature Switzerland, 2024,
pp. 66–84. ISBN: 978-3-031-70879-4.

I led the research, proposed the idea of an attack on voice assistants, designed
the experiments, cooperated on the performance of the experiments and analysis of
results, and contributed to text writing. Contribution 48%.
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Chapter 4

Conclusion

In this thesis, we presented the summary of our research and its contributions to the areas
of usable security, cybersecurity impacts of deepfakes with a focus on users, attacks on
biometric authentication as well as detection methods, and education topics in cybersecu-
rity.

The observed experience shows the current vulnerability of biometric authentication,
which has no natural defenses against this type of attack. Furthermore, the lessons learned
from the practical implementation of attacks are further applicable e.g., for the develop-
ment of methods for penetration testing of biometric authentication systems, and should
be considered in biometric testing standards and processes. They can also form the basis
for risk analysis in developing and deploying authentication tools. The knowledge gained
in the field of deepfake detection can help to accelerate the deployment of detectors in
practice.

Our results are used in practice in multiple projects where we are involved. For exam-
ple, we are developing a tool for the police to detect fake voice recordings. Furthermore,
our results are used in educational campaigns, and we have incorporated them into teach-
ing.

Future work

The research presented here can be built upon in multiple areas. We expect usable security
to continue to grow in importance, especially as IT becomes more integrated into all areas
of human activity. Thus, we can expect an increasing number of people working with IT
who do not have in-depth knowledge. In contrast, the new generation that has grown up
with IT is likely to use it for a much wider range of activities than we have been used to.

However, we expect more development in the area of deepfakes as deepfakes bring
new risks to society. Their impact and the number of attacks can be expected to continue
to increase - we expect better social engineering methods that take advantage of people
not recognizing deepfakes. Extremely challenging issues await biometric authentication,
which will likely require adding features to protect it from deepfakes. The use of synthetic
media for fake news, manipulation of public opinion, or to carry out and cover up other
crimes (hate speech, i.e. hate crimes) will increase. All this with continuous improvement
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of the quality and availability of tools for synthesis.
We are also approaching the state of real-time deepfakes (or rather, we are already

there), so we can expect another significant increase in new types of attacks combining
voice and image deepfakes and creation, e.g., filters on MS Teams, allowing attackers
to impersonate victims. Moreover, with the development of language models (ChatGPT,
etc.), the risk of automating attacks with widespread impact is approaching.

Solving each of the problems mentioned above represents an interesting research area.
There is an opportunity for deeper exploration of the human ability to detect deepfakes,
e.g., to analyze the decision-making of forensic experts or to investigate whether and how
people’s decisions are influenced by the provided aid (detectors of different quality).

New methods of raising awareness of deepfake technology and people’s resilience can
be developed, e.g., based on repeated exposure to deepfake media or inspired by mock
phishing campaigns.

We can also focus on developing new detectors with more information - e.g., knowl-
edge of the speaker’s context and how they speak. There will also be a need to respond to
the creativity of attackers who may start combining real and deepfake media. Thus, there
will be a need to design detectors capable of detecting these scenarios.

The involvement of other IT security areas is also an option. Instead of trying to
solve the generalization problem, one can also focus on other tools to help mitigate the
threats that deepfakes pose. We believe, that our work can help to open a discussion about
whether other proven techniques from other areas of IT security and cryptography might
be applicable in this area to help cover presented attack vectors.
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and Petr Hanáček. “Comprehensive multiparametric analysis of human deep-
fake speech recognition”. In: EURASIP Journal on Image and Video Process-
ing 2024.1 (August 2024). ISSN: 1687-5281. DOI: 10.1186/s13640-024-
00641- 4. URL: http://dx.doi.org/10.1186/s13640- 024-
00641-4 (pages 11–14, 52, 54).

[A20] Kamil Malinka and Anton Firc. “Deepfakes: přı́ležitost, nebo hrozba?” Czech. In:
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[79] Mariëtte van Huijstee, Pieter van Boheemen, Djurre Das, Linda Nierling, Jutta
Jahnel, Murat Karaboga, and Martin Fatun. Tackling deepfakes in European pol-
icy. Publications Office, 2021. DOI: 10.2861/325063 (page 27).

[80] Council of European Union. European Democracy Action Plan. https://
commission.europa.eu/strategy-and-policy/priorities-
2019 - 2024 / new - push - european - democracy / european -
democracy-action-plan_en. 2020 (page 27).

[81] European Commission. Regulation (EU) 2016/679 of the European Parliament
and of the Council of 27 April 2016 on the protection of natural persons with
regard to the processing of personal data and on the free movement of such data,
and repealing Directive 95/46/EC (General Data Protection Regulation). 2016.
URL: https://eur-lex.europa.eu/eli/reg/2016/679/oj
(page 28).

https://doi.org/10.1007/978-3-030-87664-7\_4
https://doi.org/10.1007/978-3-030-87664-7\_4
https://doi.org/10.1145/3576915.3623209
https://doi.org/10.1109/JSTSP.2020.3002101
https://doi.org/10.1109/ACCESS.2019.2905689
https://doi.org/10.1109/MSEC.2019.2934193
https://doi.org/10.2352/issn.2470-1173.2020.4.mwsf-117
https://doi.org/10.2352/issn.2470-1173.2020.4.mwsf-117
https://doi.org/10.2861/325063
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/new-push-european-democracy/european-democracy-action-plan_en
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/new-push-european-democracy/european-democracy-action-plan_en
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/new-push-european-democracy/european-democracy-action-plan_en
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/new-push-european-democracy/european-democracy-action-plan_en
https://eur-lex.europa.eu/eli/reg/2016/679/oj


BIBLIOGRAPHY 49

[82] Council of European Union. electronic IDentification, Authentication and trust
Services (eIDAS) Regulation. https : / / commission . europa . eu /
strategy-and-policy/priorities-2019-2024/new-push-
european-democracy/european-democracy-action-plan_en.
2014 (page 28).

[83] David Khachaturov, Ilia Shumailov, Yiren Zhao, Nicolas Papernot, and Ross
Anderson. “Markpainting: Adversarial Machine Learning meets Inpainting”.
In: Proceedings of the 38th International Conference on Machine Learning.
Vol. 139. Proceedings of Machine Learning Research. PMLR, 18–24 Jul 2021,
pp. 5409–5419 (page 28).

[84] Yisroel Mirsky and Wenke Lee. “The Creation and Detection of Deepfakes: A
Survey”. In: ACM Comput. Surv. 54.1 (January 2021). ISSN: 0360-0300. DOI:
10.1145/3425780. URL: https://doi.org/10.1145/3425780
(page 28).

[85] Hao Dang, Feng Liu, Joel Stehouwer, Xiaoming Liu, and Anil K. Jain. “On the
Detection of Digital Face Manipulation”. In: 2020 IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR). 2020, pp. 5780–5789. DOI:
10.1109/CVPR42600.2020.00582 (page 28).

[86] Jun Jiang, Bo Wang, Bing Li, and Weiming Hu. “Practical Face Swapping De-
tection Based on Identity Spatial Constraints”. In: 2021 IEEE International
Joint Conference on Biometrics (IJCB). 2021, pp. 1–8. DOI: 10 . 1109 /
IJCB52358.2021.9484396 (page 28).

[87] Oliver Giudice, Luca Guarnera, and Sebastiano Battiato. “Fighting Deepfakes
by Detecting GAN DCT Anomalies”. In: Journal of Imaging 7.8 (June 2021),
p. 128. ISSN: 2313-433X. DOI: 10.3390/jimaging7080128. URL: http:
//dx.doi.org/10.3390/jimaging7080128 (page 28).

[88] Clemens Seibold, Wojciech Samek, Anna Hilsmann, and Peter Eisert. “Detec-
tion of Face Morphing Attacks by Deep Learning”. In: Digital Forensics and Wa-
termarking. Cham: Springer International Publishing, 2017, pp. 107–120. ISBN:
978-3-319-64185-0 (page 28).

[89] Ulrich Scherhag, Christian Rathgeb, and Christoph Busch. “Towards Detection
of Morphed Face Images in Electronic Travel Documents”. In: 2018 13th IAPR
International Workshop on Document Analysis Systems (DAS). 2018, pp. 187–
192. DOI: 10.1109/DAS.2018.11 (page 28).

[90] Umur Aybars Ciftci, Ilke Demir, and Lijun Yin. “Fakecatcher: Detection of syn-
thetic portrait videos using biological signals”. In: IEEE transactions on pattern
analysis and machine intelligence (2020) (page 28).

https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/new-push-european-democracy/european-democracy-action-plan_en
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/new-push-european-democracy/european-democracy-action-plan_en
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/new-push-european-democracy/european-democracy-action-plan_en
https://doi.org/10.1145/3425780
https://doi.org/10.1145/3425780
https://doi.org/10.1109/CVPR42600.2020.00582
https://doi.org/10.1109/IJCB52358.2021.9484396
https://doi.org/10.1109/IJCB52358.2021.9484396
https://doi.org/10.3390/jimaging7080128
http://dx.doi.org/10.3390/jimaging7080128
http://dx.doi.org/10.3390/jimaging7080128
https://doi.org/10.1109/DAS.2018.11


50 BIBLIOGRAPHY

[91] Umur Aybars Ciftci, Ilke Demir, and Lijun Yin. “FakeCatcher: Detection of Syn-
thetic Portrait Videos using Biological Signals”. In: IEEE Transactions on Pat-
tern Analysis and Machine Intelligence (2020). ISSN: 1939-3539. DOI: 10 .
1109/tpami.2020.3009287. URL: http://dx.doi.org/10.
1109/TPAMI.2020.3009287 (page 28).

[92] Xin Wang et. al. “ASVspoof 5: crowdsourced speech data, deepfakes, and adver-
sarial attacks at scale”. In: The Automatic Speaker Verification Spoofing Counter-
measures Workshop (ASVspoof 2024). 2024 (pages 28, 30).

[93] Kirill Borodin et. al. “AASIST3: KAN-enhanced AASIST speech deepfake de-
tection using SSL features and additional regularization for the ASVspoof 2024
Challenge”. In: The Automatic Speaker Verification Spoofing Countermeasures
Workshop. 2024, pp. 48–55. DOI: 10.21437/ASVspoof.2024-8 (page 28).

[94] Yuxiong Xu, Jiafeng Zhong, Sengui Zheng, Zefeng Liu, and Bin Li. “SZU-AFS
antispoofing system for the ASVspoof 5 Challenge”. In: The Automatic Speaker
Verification Spoofing Countermeasures Workshop. 2024, pp. 64–71. DOI: 10.
21437/ASVspoof.2024-10 (page 28).
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Šandor, and Ivan Homoliak. “Resilience of Voice Assistants to Synthetic Speech”.
In: Computer Security – ESORICS 2024. Ed. by Joaquin Garcia-Alfaro, Rafał
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Explanation of used CRediT categories

• Conceptualization: Ideas; formulation or evolution of overarching research goals
and aims

• Methodology: Development or design of methodology; creation of models

• Software: Programming, software development; designing computer programs; im-
plementation of the computer code and supporting algorithms; testing of existing
code components
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Paper Conceptualization Methodology Software Investigation Writing Share

[A11] 25%

[A13] 30%

[A14] 20%

[A19] 45%

[A10] 15%

[A15] 10%

[A18] 45%

[A20] 50%

[A21] 35%

[A16] 45%

[A17] 50%

[A23] 48%

[A22] 25%

[A24] 45%

[A25] 45%

[A26] 30%

[A27] 45%

Table 4.1: Author’s contributions to selected articles related to this work. The degree of contribu-
tion is as lead (depicted in black), equal (depicted in gray), or supporting (depicted in white). X
denotes not usable. The papers highlighted in bold are attached to this thesis.
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knowledge). Some people believe (and 
we were of this belief too) that having a 
usable security directive is the corner-
stone for motivating users to behave 
securely.2 Similarly, security decision 
makers have been repeatedly criticized 
when they ignored usability aspects in 
security directive design.9

We tried to improve our security di-
rective to motivate users to follow it. 
Yet our faith has been hit hard—as we 
describe in some detail here, but it was 
not a wasted effort at all. The data we 

M
O R E  T H A N  T WO  decades 
ago, Adams and Sasse in 
their highly cited seminal 
work1 challenged the be-
lief widely held—among 

IT security professionals—that users 
are the enemy within an organiza-
tion—the one who does not care about 
security and subsequently behaves in a 
threatening way. While much effort has 
been undertaken by the research com-
munity since then to take the burden 
from end users and to make security 
systems more usable,6 it seems the situ-
ation in organizational security has not 
improved. According to a survey4 con-
ducted by an online community for IT 
security professionals—a majority of 
these professionals still deems “users 
who are negligent or break the security 
policy” as “the top data breach risk.” 
Also, as Herley suggests,7 there can be 
rational reasons why users do not fol-
low security advice, simply because the 
cost of following it can be higher than 
the benefits.

At Masaryk University (MU)—a 
Czech university with approximately 
30,000 students—we wanted to find 
out more about the current state of 
affairs from the user perspective: Do 
users (still not) follow the security policy? 
At the same time, the fact that our 
university IT infrastructure manage-

ment had the intention to redesign the 
(outdated) security directive, constitut-
ed an ideal opportunity for us to deeper 
investigate the topic.

A security directive (a.k.a. infor-
mation security policy) is a high-level 
document that builds the basis for de-
fining, communicating, and enforcing 
an organization’s information security 
strategy. It describes the principles a 
user must follow to support the pro-
tection of an organization’s assets (for 
example, technical infrastructure or 

Viewpoint  
Even If Users Do Not Read 
Security Directives,  
Their Behavior Is Not  
So Catastrophic
Turning believers into nonbelievers.
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tutional security directive. The study 
repeatedly ran in years 2015, 2017, 
and 2018–2019 corresponding to three 
phases of institutional life: before the 
release of a (redesigned) directive (that 
then happened with a delay in Septem-
ber 2017); two months after the release 
through standard institutional chan-
nels; and finally after a campaign on 
several security issues like password 
sharing, extent of malware, or access 
abuse victims, and so forth.

The campaign we coordinated be-
fore the third phase took advantage 
of the university magazine (the only 
university-wide periodical) with both 
online and paper versions. We had a 
front-page attractor in the print version 
(6,000 copies), presented surprising 
results from the first phase, with poor 
password security. We also emphasized 
the existence of the new security direc-
tive. To increase visibility, the article 
was promoted via three campaigns on 
different Facebook groups that reached 
approximately 15,000 people. For the 
online version, we achieved 966 unique 
article page views (650 thanks to Face-
book). The article was approximately 
1,000 words, and with the measured 
average time spent on the article page 
five minutes and one second, the article 
was read in full considering the average 
reading speed of approximately 200 
words per minute.11

The survey was conducted in MU 
computer halls available to all MU 
students. At a student login, the study 
questionnaire was displayed to each 

obtained as a side effect shows a new 
perspective on this area.

Improving the Directive
Six years ago, we had the great opportu-
nity to participate in the modernization 
of security directive at MU and since we 
were keen to find the truth, we decided 
then that besides the implementation 
of modern trends into the directive,8  
we would also design surveys to mea-
sure the impact of these changes on the 
(user self-)reported security behavior. 
Both legal and IT teams invested quite 
some effort, as did the university man-
agement, hoping the university direc-
tive will be easier to follow in practice 
(its umbrella design is followed by ad-
ditional documents and measures such 
as user training, emphasis on a single 
point of contact to ease communication 
about incidents, and so forth) and more 
usable (in terms of accessibility and 
ease of reading), thus also read by more 
students and that this would positively 
contribute to improving their security 
behavior.

The directive for “Management and 
Use of Computer Networks of MU” was 
subsequently modified to the “Use of 
Information Technology” directive fo-
cusing on acceptable use (for work and 
study tasks, and so forth), behavior dur-
ing security incidents and protection of 
authentication data. Within the redesign 
process, the directive length shrank from 
5.5 pages to two pages; moreover, the new 
directive carried significantly less defini-
tions. Previously mentioned technical 
issues that did not concern all users (for 
example, administrator tasks or network 
hierarchy) were removed, access rights is-
sues shrank to one sentence, and privacy 
issues were left for a specific directive. 
Eventually, no sanctions were specified.

Obviously, the directive also con-
cerns the interaction with the MU in-
formation system (IS), since students 
use the IS for critical tasks including 
registration of courses, exam terms, 
access study materials, grades, and use 
the IS email front-end for communica-
tion with staff.

Our Study: Better  
Directive = Better Security?
To find out, we organized a longitu-
dinal study at MU—where we aimed 
to investigate both security attitudes/
behavior and knowledge of the insti-

When we eventually 
started to analyze 
the obtained data 
after the third survey 
round, we discovered 
surprising results 
that led to heated 
discussions among 
the research  
team members.

For further information 
and to submit your 
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about 30% do not regularly update their 
OS (or maybe are not aware of this hap-
pening), only 12% do not use (or are not 
aware this being built in their OS) up-
to-date malware protection and just 5% 
report not using a firewall (again, they 
may not even be aware of this being in-
cluded in their OS setting). We consider 
these to be quite positive findings.

Locking a workstation in use when 
leaving the computer hall is another 
dimension we investigated. As Figure 
2 shows, we discovered improving 
trends in terms of the percentage of 
users who lock their screens when 
they leave their workplace.

student, with the possibility to com-
pletely skip it (and sometimes to be 
presented at next login). Students of 
all nine faculties (schools) of MU were 
exposed to the study, with the primary 
aim to avoid focus on students of se-
lected disciplines, for example, com-
puting. We had 613 respondents in 
2015, 1,100 in 2017, and 1,309 in 2019. 
They were females at 52.7%, 62.3% and 
63.3% in the respective years, with av-
erage age 22.98, 22.24, and 22.11.

When we eventually started to ana-
lyze the obtained data after the third 
survey round, we discovered surprising 
results that led to heated discussions 
among the research team members. 
While the results of the directive-relat-
ed questions were relatively easy to in-
terpret (as unsatisfying), the opinions 
of what constitutes “bad” or “good” 
security behavior naturally widely di-
verged in a multidisciplinary research 
team consisting of a psychologist, a so-
ciologist, an engineer, computer scien-
tists, and people in management posi-
tions. Although security behavior is not 
yet ideal, we concluded it is quite rea-
sonable under the given context—the 
majority of users not having read the 
directive—as we describe here.

Users Read the Directive 
Less and Less …
The percentage of users who never 
read the security directive increased 
significantly over time (see Figure 1; 
all following results reported here—if 
not explicitly noted otherwise—were 
checked for statistical significance 
at p < 0.05), as did the percentage of 
those who declared to know nothing 
of the directive. Please note the answer 
scales to most of the survey items were 
grouped and dichotomized to clearly 
show the differences in behavior and 
knowledge. The knowledge on mat-
ters regulated by the directive also de-
creased: While 43.6% of respondents 
(correctly) attested the directive regu-
lates their use of laptops in a dorm 
network in 2015, the same was attest-
ed only by 34.9% in 2017 and 34.1% in 
2019. For a private smartphone con-
nected to the university Wi-Fi network, 
the difference was non-significant but 
there was a decrease from the first 
wave (by 4 and 1.8 percentage points, 
respectively)—31.3% in 2015, 27.3% in 
2017, and 29.5% in 2019. These find-

ings negatively surprised us and secu-
rity decision makers at MU, especially 
as related studies hint at much lower 
non-reading rates among employees.5

Yet User Security  
Behavior Is Not that Bad
However, users also reported protecting 
their computers at levels that we deem 
quite reasonable and without any sig-
nificant changes during the period of 
our study (with the exception of updat-
ing applications, where the percentage 
of users who do not regularly knowingly 
update increased from 30% in 2015, to 
36% in 2017, and 34% in 2019)—only 

Figure 1. The graph reports the share of users that never read the directive and the share  
of users reporting to not know the content. These trends contrast with the decreasing  
share of users that shared their MU password.
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Figure 2. The graph shows trends in computer locking through the three data collections 
for three different reasons of leaving the computer hall—for lunch (blue), coffee/drinks 
(orange), and a phone call (grey).
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Viewing the same situation from a 
different viewpoint, we wanted to find 
out the percentage of users who would 
do something about somebody else’s 
unlocked computer when passing 
by, following the principle “If you see 
something, do something.” Here, while 
the percentage of users who would not 
do anything at all about another user’s 
unlocked computer decreased, we 
consider it still unpleasantly high—it 
was 78.5% in 2015, 73.7% in 2017, and 
70.0% in 2019.

User behavior when dealing with 
passwords comes with both positive 
and negative observations. Our study 
showed a very positive trend in the 
decrease of the proportion of respon-
dents who ever shared their IS pass-
word—while 51.1% of them reported 
ever sharing in 2015, the proportion of 
sharers reduced to 35.9% in 2017 and 
36.3% in 2019. Similarly, approximately 
one-quarter (26.5%–27.3%) reuses the IS 
password elsewhere while reusing other 
passwords between other services even 

more often (34.8%–37.4%). We consider 
the latter two numbers a pleasantly sur-
prising finding—as password reuse in 
the studied age group has been found 
elsewhere to be as high as 76%.3 On 
the negative side, for those who shared 
their password enabling access to the 
IS, more than a half (56.1%–59.4%) re-
ported not changing their password af-
terward, making themselves potentially 
vulnerable to future impersonation at-
tacks. See Figure 3 and its caption for 
more details.

Epilogue:  
There Is Reason for Hope
We expected our effort to improve the 
security directive would show a positive 
impact on students’ security behavior. 
That did not happen—users simply did 
not read it. However, the results of a 
longitudinal study on a large group of 
university students still show a positive 
trend in self-reported security behav-
ior—despite the small exposure to the 
directive. While not yet ideal, the pro-
tection of endpoint devices and how 
people handle their passwords is get-
ting to a reasonable level. Whether this 
is due to exposure to external sources 
of relevant information (for example, 
related work10 hints that only 29.5% 
learn about secure behavior at work) or 
to a more naturally increased adoption 
of technologies remains to be investi-
gated in future work.	
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Figure 3. While only 36.3% of our subjects in the last data collection ever shared their IS passwords, 59.4% of them then did not bother 
changing their password after sharing and only 40.6% did so.
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ABSTRACT
This paper explores the growing significance of vulnerability dis-
closure and bug bounty programs within the cybersecurity land-
scape, driven by regulatory changes in the European Union. The
effectiveness of these programs relies heavily on the expertise of
participants, presenting a challenge amid a shortage of skilled cy-
bersecurity professionals, particularly in less sought-after sectors.
To address this issue, the paper proposes a collaborative approach
between academia and bug bounty issuers.

By integrating bug bounty programs into cybersecurity courses,
students gain practical skills and soft skills essential for bug hunting
and cybersecurity work. The collaboration benefits both issuers,
who gain manageable manpower, and students, who receive valu-
able hands-on experience. A pilot conducted during the current
academic year yielded positive results, indicating the potential
of this approach to address the demand for skilled cybersecurity
professionals. The insights gained from the pilot inform future
considerations and advancements in this collaborative model.
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1 INTRODUCTION
Whereas the critical nature of cybersecurity is seldom disputed,
the conflict between Russia and Ukraine drastically affected the
threat landscape and highlighted the dangers of cybersecurity ex-
pert shortage, not only in the governmental services and public
sector but in the private sector as well [5]. ENISA, in its Threat
Landscape 2022 report, underscored the surge in geopolitically mo-
tivated cyber-attacks, hacktivism and the escalating capabilities
of threat actors, spanning both nation-state and non-state entities
[5]. Particularly alarming is the report’s spotlight on the utilization
of 0-day exploits, supply chain attacks and the uptick in phishing
activities leading to data breaches [5]. Combined with the rapid
development of AI-based tools and the increase in the offer of Mal-
ware as a Service, this trend significantly reduces the proficiency
threshold required to execute successful cyberattacks or cybercrime
campaigns.

As the frequency and impact of cyber-attacks continue to rise,
the imperative to expand not only cybersecurity strategies and
technologies but also the pool of cybersecurity experts becomes
increasingly evident. Even though the skills shortage in cybersecu-
rity is not a new trend, and the EU implemented several strategies
[19] and created a number of projects to “fill” the cybersecurity
market (e.g., CyberSec4Europe [15] or SPARTA [2]) through the
means of higher education [31], the progress remains slow. Accord-
ing to the Digital Economy and Society Index 2021 report, 55 % of
enterprises report difficulties recruiting ICT specialists [3]. More-
over, Microsoft’s LinkedIn data analysis shows that “the demand
for cybersecurity expert workforce has grown by an average of 22 %
between 2021 and 2022 alone" [6].



ARES 2024, July 30–August 02, 2024, Vienna, Austria Krištofík et al.

In response to this challenge, companies have turned to crowd-
sourcing as a potential solution. Among the various crowdsourcing
approaches, bug bounty programs and responsible/coordinated
vulnerability disclosures stand out as more established yet under-
utilized methods. However, as previous research has highlighted
[22, 23, 33, 41, 43, 47], numerous technical, legal and ethical con-
siderations pose challenges to the widespread adoption of these
techniques (e.g., lack of experienced experts, low visibility of certain
areas, low transparency of the programs’ legal conditions [47]).

These challenges may be best addressed within controlled en-
vironments, particularly within cybersecurity education [22, 23].
By incorporating bug bounty activities into the curriculum, stu-
dents not only acquire the necessary skills to excel as cybersecurity
experts (or ethical hackers [20]) but also gain crucial legal and
ethical insights essential for navigating the complexities of bug
bounty programs. This educational approach not only benefits stu-
dents but also contributes to making bug bounty programs more
appealing and transparent, thus potentially enhancing the overall
cybersecurity landscape.

To underscore the benefits of integrating bug bounty education
into the cybersecurity curricula, we commence the next section by
introducing the fundamental concepts of Bug Bounty and respon-
sible vulnerability disclosure, along with their associated benefits.
Following this, we present our proposal on enhancing the efficiency
of bug hunting while concurrently advancing cybersecurity educa-
tion through collaboration between academia and vendors or bug
bounty providers. Further, we delve into more granular strategies
for academia to integrate real-world bug bounty and vulnerability
disclosure programs into the curricula of cybersecurity-oriented
courses, addressing the challenges inherent in implementing this
proposal and conclude the article with a brief experience report
from testing our theories in practice.

2 VULNERABILITY DISCLOSURE AND BUG
BOUNTIES – THE JEDI’S WAY TO HACK?

Ensuring a sufficient level of cybersecurity within an organiza-
tion is a never-ending Sisyphean struggle. Despite the pressing
need for robust security solutions, implementation efforts are of-
ten hampered by insufficiently skilled or understaffed personnel,
compounded by inadequate financial compensation [6, 36]. This
situation will only worsen with the upcoming national implemen-
tations of the NIS 2 Directive, which will significantly expand the
number of entities obligated to comply with relevant cybersecurity
laws. In such conditions, many organizations will face heightened
difficulties in meeting essential obligations, including vulnerability
assessment and handling. That, of course, presents a serious threat,
as an unchecked vulnerability remains an open door for a potential
attacker [36].

Outsourcing, a popular solution for many entities in the context
of cybersecurity, is not a silver-bullet solution in case of vulnera-
bility handling as the red teaming is usually very expensive and
thus out of reach for many of the small and medium enterprises
[36]. A cheaper and more viable alternative (even though some-
what limited in extent and depth) can be found in "crowdsourcing",
specifically vulnerability disclosure and bug bounty programs [14].
These are essentially ways of opening a product or service to a

general or specific public to test the security solutions and report
any vulnerabilities, altruistically or for a bounty [36]. Ensuring a
sufficient level of cybersecurity within an organization is then, at
least partially, reduced from “finding and fixing the vulnerability”
to just “fixing the vulnerability” [36].1 Moreover, involving external
experts and enthusiasts broadens the capabilities and increases the
probability of uncovering different kinds of vulnerabilities.

2.1 How do the Bug Bounty Programs work?
When an individual encounters a cybersecurity vulnerability, whether
by chance or through intentional search, they may opt to report
it to the responsible entity, allowing them to address and patch
the issue [39]. This process of discovering, reporting, and patch-
ing vulnerabilities constitutes a vulnerability disclosure procedure,
with terms like ’responsible’ or ’coordinated’ providing a further
specification of the procedure itself [39].

General vulnerability disclosure programs primarily serve as a
permission and procedural tool for facilitating the reporting pro-
cess. And while enlisting the help of volunteers driven by purely
altruistic motives proves effective in some cases [40, 47, 48], there
are instances where an additional incentive becomes necessary.
Although financial compensation it among the most traditional
rewards [25, 29, 36, 47], hence the analogy with bounty hunting, it
isn’t the sole or necessarily the most motivating form of reward
[21, 30, 37]. In certain scenarios, even reputational rewards alone
suffice, as exemplified by the case of Jacob Riggs [35].

Essentially, bug bounty programs are nothing more than in-
centivised vulnerability disclosure programs, offering rewards for
reported vulnerabilities [18].2 Further elaboration on the mechanics
of vulnerability disclosure and bug bounty hunting is not pertinent
within this context. For those interested in delving deeper into this
topic, we recommend referring to the following articles: [26, 46, 51].

The private sector, particularly tech giants and large corpo-
rations, frequently and effectively utilize bug bounty programs
[7, 11, 12]. However, as ENISA pointed out [1, 8, 9], the situation
differs in the governmental sector and among some SMEs [14, 16].
SMEs often lack awareness of these programs and their benefits,
while the governmental sector also faces numerous legal hurdles in
establishing adequate vulnerability disclosure procedures, let alone
bug bounty programs, particularly within the European Union
[16, 51].

Nevertheless, significant changes are underway in this regard,
notably with the introduction of the NIS 2 Directive and the Cyber
Resilience Act, as these regulations inter alia mandate Member
States to develop national coordinated vulnerability disclosure poli-
cies and obligate manufacturers of products with digital elements to
implement vulnerability disclosure as one of the security solutions
[38].3 Consequently, bug bounties and vulnerability disclosures are
poised to become much more pertinent and prevalent.

1Issuing bug bounty programs cannot guarantee that all vulnerabilities are found, nor
does it absolve any obliged entities of other obligations under cybersecurity laws (and
other related regulations).
2There are some other differing aspects which are not necessarily relevant to this
article.
3We have analysed this topic further in another paper, see [46]
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3 THE PROBLEMS OF BUG HUNTING AND
THE ROLE OF ACADEMIA

With the rising relevance and expected growth in the usage of bug
bounty programs, it’s crucial to address inherent problems in the
current system before their widespread introduction to the Euro-
pean Union on a massive scale. A primary limitation of bug bounty
programs is that they are only as effective as their participants.
Often, the issue lies not only in the lack of skilled participants but
more in the absence of any participants altogether, particularly
in areas considered less attractive among specialists and students
[17, 27, 32, 47].4

Although bug bounty programs in some of the less attractive ar-
eas are no less interesting than their more prestigious counterparts,
it is necessary to admit that in a competitive race for skilled bug
hunters among program providers [24], some public sector agencies,
such as postal services, may be at a disadvantage [13] compared to
private entities offering significant rewards (e.g., [7]) or even more
attractive public sector bodies such as the military (e.g., [4]). This
creates a kind of vicious circle for these sectors, where their bug
bounty programs are not popular, resulting in minimal attention
from hunters and, consequently, even organizations. Thus, the is-
suing organizations may not respond to the reports they receive
or update rewards to be more attractive, further diminishing the
programs’ attractiveness. As a result, these sectors become even
less appealing [13].

Generating sufficient interest from bug hunters is often hindered
by a lack of knowledge about and experience with bug bounty
programs, as well as concerns about their legal implications. Bug
hunters may be wary of participating due to the risk of criminal
sanctions. Additionally, the educational system, particularly in re-
gions like the Czech Republic, is deficient in addressing the ethical
aspects of hacking [22, 23]. Without proper education on the ethical
and legal considerations surrounding hacking, bug hunters may not
be familiar with the correct procedures, thereby increasing the risk
of incurring criminal penalties and undermining their goodwill.

For these reasons, we advocate for amore active role of Academia,
respectively the higher education as a whole, in addressing these
issues. Educating future cybersecurity and IT experts about the
benefits of ethical hacking, instilling a sense of altruism, and fa-
miliarizing them with bug bounty programs are crucial aspects for
fostering a more secure cyber environment. Specifically, we propose
integrating bug hunting into study courses to introduce students
to bug bounty programs during their academic studies. However,
this approach presents several challenges, such as motivating and
assessing students without penalizing them for unsuccessful bug
hunts, as bug hunting is indeed a challenging task. We delve into
these challenges further in the text.

Nonetheless, it’s important to emphasize that, in our view (sup-
ported by the conclusions of Hartley’s [22, 23] and Trabelski’s
teams [42–44]), the benefits outweigh the challenges. Moreover,
we believe that potential cooperation between academia, private
and public sectors, and bug bounty providers is mutually benefi-
cial. Such collaboration can facilitate knowledge exchange, skill

4This situation is exacerbated by a lack of transparency in the terms and conditions
of bug bounty programs, leading to legally uncertain situations where testers under-
standably choose not to report or participate in bug hunting.

development, and the identification and resolution of cybersecurity
vulnerabilities, ultimately enhancing the overall cyber resilience of
organizations and society as a whole.

4 THE FORM OF THE COOPERATION AND ITS
BENEFITS

The form of students’ involvement in bug hunting can vary [22, 23,
43]; however, we consider two models as the most "cost-effective" -
for simplicity’s sake, we refer to them as one-sided and two-sided
involvement. The first model is straightforward to administer but
may be somewhat limited in terms of experiences, personalization,
and liability. In this model, students are introduced to bug-hunting
topics, ethical and legal aspects, reporting procedures, and various
testing procedures within a specific course or as part of a separate
course, depending on the study program. Subsequently, students are
assigned to one or a set of public bug bounty programs, preferably
from less attractive sectors, and tasked with hunting bugs under
these programs for the duration of the course. They document their
progress and report throughout. Even this basic scheme contains a
variety of issues and decisions that need to be taken into account
by the academics in charge of such courses. In the next section,
we discuss the general challenges that can be faced during the
implementation process.

The second model is slightly more challenging to prepare but
offers greater benefits. It entails establishing a partnership with bug
bounty providers from disadvantaged sectors. Even if not for the
purpose of ongoing cooperation, it is highly advisable to contact
the provider of the selected bug bounty program a priori, as relying
solely on a single mandatory program for a whole course may place
a higher and potentially damaging strain on the given service or
product. Moreover, early and effective communication may open
up further opportunities for deeper collaboration. This may include
creating a specific, focused bug hunt for the class, adjusting the
terms and conditions of the bug bounty to better suit the class’s
needs (including specific liability regulations), or modifying the
bounty to offer internships for successful hunters. Additionally, it
could involve providing internal feedback to successful hunters and
other variations to the standard program.

Despite potential disadvantages (e.g., educating future attack-
ers), we contend that the benefits of incorporating bug hunting
into courses outweigh them. Education in computer science degrees
differs significantly from many other academic disciplines due to its
strong emphasis on practicality [22, 23, 34]. Cybersecurity degrees
or at least courses focused on cybersecurity, present an opportunity
for a fruitful symbiosis with bug bounty programs. Furthermore,
academia stands to gain significantly from more innovative, inter-
active, and practical courses. These not only attract students but
also offer collaboration opportunities with the private and public
sectors, along with the potential for talent acquisition. Additionally,
such courses can greatly enhance the performance of graduates.

We would also like to emphasize that universities are the ideal
candidates for this cooperation, given their vast reservoir of intel-
lectual potential.5 And as we firmly believe that any competent

5It’s worth noting that the scope of participation doesn’t necessarily need to be limited
to cybersecurity students; including students from general "coding" study programs
can also be beneficial.
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cybersecurity expert should be capable of thinking like an attacker,
experiencing the perspective of their possible "opponent" can help
students better incorporate security-by-default thinking and de-
velop better coding practices. Moreover, universities possess the
necessary infrastructure to support such initiatives, and the univer-
sity environment provides an excellent (and sometimes also last)
opportunity to instil the principles of ethical hacking [22, 23, 43].

The benefits on the "bug bounty" side are twofold. Firstly, there is
the obvious advantage of having more "manpower"6 for programs
that may not usually receive much attention. Secondly, there is the
more abstract benefit of potentially increasing the popularity of
bug hunting in the long run.

Hata, Guo, and Babar interviewed 2,504 bug bounty contributors
to understand the motivations behind bug bounty contributions.
They found that among "non-specific" contributors, i.e., those not
specifically attached to a particular bug bounty program, the main
reasons for participation were a) they use the product, and b) they
like the company [24]. This sheds light on several aspects: firstly,
it indicates that monetary rewards are not as crucial as often as-
sumed,7 which is promising for public sector bug bounties.8 How-
ever, it also highlights the relatively unfocused nature of these bug
hunts.

Therefore, we believe that fostering a better educational environ-
ment is essential. Not only should students be informed about the
existence of bug bounty programs, but they should also be equipped
with all the necessary knowledge.

5 COLLABORATION - THE PILOT RUN
To assess the viability of our proposed collaboration, we conducted
a pilot run within a cybersecurity course focused on safe coding
practices during the autumn semester of the current academic year.
We introduced bug-hunting projects as voluntary alternatives to
traditional study tasks because we were initially unsure about the
difficulty of these projects and students’ interest in such activi-
ties. A list of selected programs (based on their (un)popularity and
technical level) was provided to the students. However, they were
allowed to choose programs outside of this list in order to encour-
age them to choose programs close to their interests. Despite our
initial uncertainties, the response exceeded our expectations. Out
of 31 active students in the course, 13 opted for the bug bounty
projects despite the increased time commitments. Among them,
3 found a vulnerability, and one made a full-scale report. Every
student had to submit a report that detailed their process, used
tools as well as overall strategy. This report was then based on
their final evaluation, as their success in bug finding did not play a
role in the final grade as long as they had chosen an appropriate
strategy and set of tools. This approach solves the issue of different
technical levels of different programs as well as provides all of the
participating students with valuable feedback that could benefit
them in their future bug-hunting endeavours.
6Furthermore, this manpower is relatively easily manageable, and the testing process
can be easily modified.
7This finding aligns with broader psychological research into the motivation of vol-
unteers. Notably, monetary rewards can have a negative effect on those volunteers
motivated purely by altruism or a love for the brand or society [30, 37, 49].
8Besides this one, a different question in this research was as well aimed at the moti-
vation with regards to bounties, where the respondents showed that the bounty is as
important as making the users safe and helping the developers in their list of values.

Following the pilot program’s conclusion and subsequent course
grading, we solicited feedback from participating students through
self-assessment surveys. The majority of participants regarded the
bug-hunting project as a valuable, engaging, and educational expe-
rience. Many reported a significant increase in awareness regarding
ethical hacking and bug bounty topics as well as in coding and hack-
ing skills. Whilst not being rigorously objective, the self-assessment
that informed our conclusion (Table 1) as to the educational value
for students still provides an interesting insight and shows the in-
creased awareness of the student about Bug Bounty and relevant
tools and issues at the end of the pilot run.

We utilized a simple five-grade scale to quantify students’ ex-
perience (with 1 representing minimal value and 5 representing
maximum value) and also required a textual explanation of their
evaluations to better understand their answers. The excerpt of stu-
dents’ experience is shown in the next table (due to the constraints
of this paper, we have simplified the data):

Average
Hours spent on Preparation 23.2
Hours spent on Search 27,4
Topic Awareness before
(1-5) 1,9

Topic Awareness after
(1-5) 3,6

Skills improvement
(1-5) 3,4

Do you find this project
beneficial?
(1 - No, 5 - Yes)

4,7

How do you feel about working in a real
environment on real products?
(1-Not beneficial, 5-Very beneficial)

3,9

Was the ethicality of the project
an important aspect for you?
(1-5)

3,4

Table 1: Self-assesment results

Furthermore, 7 out of the 13 participating students expressed
their intention to pursue further involvement in ethical hacking
and bug bounty activities. For those interested in delving deeper
into the specifics of this pilot run, we direct them to our other
paper, where we provide a more comprehensive description of the
experience and relevant data (see [28]).

6 LESSONS LEARNED
While the pilot run could be deemed successful, despite its inherent
limitations and the absence of an objective assessmentmethodology,
it also provided invaluable insights into various aspects and issues
that academics overseeing such courses must take into account.
These issues span from practical considerations to pedagogical
ones.

Regarding practical aspects, it’s crucial to identify suitable bug
bounty programs.We still argue that less attractive programs should
be prioritized. In addition to the benefits mentioned above, these
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also offer much more undiscovered "easy" bugs that students are
more likely to find; hence these programsmay also serve tomotivate
students to pursue this topic further.

We advise against selecting a single bug bounty program, as
various factors could negatively impact individual students’ per-
formance if they cannot choose according to their skills and pref-
erences. These factors may include the platform used in the bug
bounty program or the programming language of the tested solu-
tion. Therefore, the list of "offered" bug bounty programs should
be sufficiently diverse to cover all of the most frequently used tech-
nologies, ensuring that each student has a chance of success.

However, determining the exact disadvantaged sectors may pose
challenges initially, as comprehensive data throughout the EU is
currently lacking. The broad implementation of vulnerability dis-
closure programs and strategies has yet to come, with the imple-
mentation of the NIS 2 Directive and the adoption of the Cyber
Resilience Act, so the uncertainty is still high.

To address this issue, we propose a possible solution for univer-
sities: open cooperation with the governmental sector, establish a
reputation, and raise general awareness about such collaboration.
Subsequently, universities can motivate individual vendors to initi-
ate further cooperation. Vendors could leverage their participation
as part of their promotion strategy, positioning themselves as more
responsible, transparent, and potentially secure.

Another viable option is identifying underused sectors in the
bug-hunting context through cooperation with a strategic coor-
dinator of vulnerability disclosures and bug bounty programs. A
coordinator typically simplifies the process by coordinating activ-
ities between vendors and vulnerability reporters [10]. Examples
of such coordinators include HackerOne and BugCrowd. Creating
a national coordinator is expected during the implementation of
the NIS 2 Directive and could be instrumental in addressing this
problem.

This mutual cooperation could also be instrumental in address-
ing another practical issue, which is partially pedagogy-oriented:
assessing the students’ participation in the bug bounty program.
While evaluating them solely based on their success may be tempt-
ing, this approach may not be the most appropriate, as successful
bug hunting is inherently demanding. This situation highlights the
importance of focusing on the learning process rather than the
outcome [41–43, 50].

One ideal, albeit unlikely, scenario is for the teacher to have
access to the provider’s bug bounty platform through mutual co-
operation, enabling them to monitor the activities of individual
students. A more realistic solution is to require students to record
the process9 and submit it for assessment along with a detailed
bug report. Alternatively, students could submit the bug report for
assessment along with an essay describing not only their process
but also the reasoning behind their chosen approach. This approach
emphasizes the importance of understanding the process rather
than achieving a specific outcome.

In practice, it’s possible to combine these methods into a fully
interactive presentation of the results, where students share their
thought processes, dead ends, and final solutions with their col-
leagues. However, timing the school project, the platform’s response

9Either in a written document or via a screen capture.

time and the actual grading can present challenges. Finding the
right balance between these factors is crucial for ensuring a fair
and effective assessment process.

As described earlier, one of the benefits of bug bounty programs
is the transfer of non-technical skills and knowledge necessary for
participating in bug bounties. This includes understanding legal
issues, which is a critical aspect that teachers must address before
"releasing" students onto real-world bug bounty programs.

Students should not only have a comprehensive understanding of
potential legal issues and how to navigate them but also confidence
that their actions will not lead to any legal consequences. This
aspect needs to be emphasized in the course to ensure students
understand the extent to which legal issues are covered by rules
and regulations. Additionally, defining the allowed scope, methods,
and other parameters will provide legal protection for both the
teacher and the university.

Choosing suitable bug bounty programs (assuming enough vul-
nerable systems are available) and aligning curriculums pose chal-
lenges. Therefore, the preparation phase for teachers must not be
underestimated.10 Proper preparation is crucial to ensure that stu-
dents are well-equipped to participate in bug bounty programs
safely and effectively.

This brings us to the issue of bug reports not only being part of
the assessment but also the foundational component of bug boun-
ties themselves. In cybersecurity education, it’s crucial to provide
students not only with technical knowledge but also with soft skills
and other relevant abilities to navigate the professional world of
cybersecurity effectively [23, 43, 47]. This includes understanding
legal issues, which is a critical aspect that teachers must address
before "releasing" students onto real-world bug bounty programs.
Students should not only possess a comprehensive understanding of
potential legal issues and how to navigate them but also confidence
that their actions will not lead to any legal consequences. This
includes the ability to navigate the intricacies of a particular pro-
gram’s rules. Additionally, teachers should properly define allowed
and banned scope, methods, and other parameters that will provide
legal protection for the teacher, students, and the university.11

In this context, it is also noteworthy that the preparation phase
for teachers is rather time-demanding and must not be underes-
timated. Proper preparation is crucial to ensure that students are
well-equipped to participate in bug bounty programs safely and
effectively.

Apart from the technical and legal know-how, essential soft skills
directly tied to bug hunting itself have been emphasized by Malladi
and Subrama [29]. Therefore, it is highly advisable not only to thor-
oughly go through the steps of bug hunting and emphasize when
the process should stop but also to review bug reports and the pro-
cess of writing and submitting them. Additionally, delving deeper
into the ethical aspects and benefits, as highlighted by Hartley [22],
is crucial.

Ideally, students should complete a mock report in the prepara-
tory part of the course and focus on bug hunting with technical

10As mentioned above, we suggest a priori agreement with a public entity as the most
suitable solution for the beginnings of the more thorough course
11This should be done in an even stricter manner than the allowed techniques according
to the rules of the bug bounty program, as some testing activities may be more
dangerous when used by inexperienced students.
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case-based troubleshooting in the second part of the course. The
mock report should be accompanied by proper feedback to prepare
students for submitting actual reports and enable them to describe
relevant technical aspects of the vulnerability meaningfully. This
approach ensures that students develop the necessary skills to par-
ticipate effectively in bug bounty programs.

Last but not least, and definitely one of the more controversial
aspects of this proposal that cannot be overlooked, is teaching stu-
dents ethical hacking. There has been much debate on this topic
over the last few years, with experts still not reaching a consensus
[22, 23, 34, 45]. However, from our perspective, a proficient cyber-
security expert needs to be able to think like an attacker and use
offensive techniques to anticipate and analyze risks sufficiently.

Of course, there is always a possibility that students could misuse
these skills; however, we argue that the skillset of an ethical hacker
(and bug hunter) is crucial for cybersecurity experts, and it is better
to try to teach students the ways of ethicality and influence them
accordingly. We also cannot ignore that anyone motivated to be a
black-hat hacker can easily acquire the necessary skillset on the
internet while getting into ethical hacking (including garnering the
necessary motivation) without external help is more demanding.

We also emphasize the importance of how incorporating bug
hunting into a curriculumwould impact non-cybersecurity-oriented
IT students. Encouraging them to think not only about "how to
make it work" but also "how to crack it" could help them implement
the standard of security by design and default into their mindsets,
furthering cybersecurity as a whole.

Based on the findings from our pilot run, we hold that this option
should be incorporated more into relevant curricula, as it proved
to raise awareness, and willingness of students, to participate in
Bug Bounty Programs, which could, in the long run, help with the
current personnel problem of the (European) cybersecurity. While
the scenario we have described, and the issues and their solutions,
should scale to bigger classes and programs directly, two further
points should be considered for larger classes. Firstly, in order to
truly provide students with a benefit (and confidence) for their
future bug hunting, the final report requires thorough and time-
intensive feedback by the lecturer(s) and having large classes could
degrade the quality of such feedback. Secondly, proper distribution
of students to Bug Bounty programs should be ensured, for example,
by publicly "claiming" a given program so that there is no overload
of a single service or a program. Other than that, we hold that the
suggested scenario could prove beneficial even for larger classes or
study programs.

For further discussion on this matter, we recommend referring
to the article written by Dr. Hartley, as we almost exclusively agree
with the presented solutions, suggestions, analyses, and conclu-
sions [22].

7 CONCLUSION
As a result of regulatory shifts within the European Union, vulner-
ability disclosure and bug bounty programs are poised to assume
heightened significance within the cybersecurity landscape. How-
ever, the efficacy of these initiatives is inherently contingent upon
the expertise of participating individuals. Consequently, the bur-
geoning demand for skilled cybersecurity professionals, particularly

in less sought-after sectors, poses a substantial challenge for the
market.

In response to this pressing issue, this article proposes a proac-
tive approach in the form of a collaboration between academia and
both private and public bug bounty issuers. The proposed collabo-
ration is beneficial not only to the issuers, who get relatively easily
manageable manpower (which allows for easier management of the
program itself and is therefore suitable even for less experienced is-
suers), but also to students. By adopting bug bounty programs into
cybersecurity courses, students can better prepare for real-world
scenarios and transition theoretical knowledge into practical skills,
aligning with computer science education trends. This integration
also offers a platform for students to develop soft skills essential
for bug hunting and cybersecurity work in general. Leveraging the
educational environment to train future professionals in bug hunt-
ing not only addresses the immediate need for skilled individuals
but also fosters a long-term solution by nurturing a talent pipeline.

During the autumn semester of the current academic year, we
conducted a pilot of the proposed collaboration within a cyber-
security course focused on safe coding practices. Initially offered
as a voluntary activity due to our uncertainties about task diffi-
culty and students’ interest, the bug-hunting initiative exceeded
our expectations. Many students enthusiastically embraced this al-
ternative, dedicating significant time not only to their projects but
also to voluntary skill enhancements, such as through Portswigger
Academy.

This trial yielded invaluable insights, which we presented in the
last section of this article.
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ABSTRACT
To keep up with the growing number of cyber-attacks and associ-
ated threats, there is an ever-increasing demand for cybersecurity
professionals and new methods and technologies. Training new
cybersecurity professionals is a challenging task due to the broad
scope of the area. One particular field where there is a shortage
of experts is Ethical Hacking. Due to its complexity, it often faces
educational constraints. Recognizing these challenges, we propose
a solution: integrating a real-world bug bounty programme into
the cybersecurity curriculum. This innovative approach aims to
fill the practical cybersecurity education gap and brings additional
positive benefits.

To evaluate our idea, we include the proposed solution to a se-
cure coding course for IT-oriented faculty. We let students choose
to participate in a bug bounty programme as an option for the
semester assignment in a secure coding course. We then collected
responses from the students to evaluate the outcomes (improved
skills, reported vulnerabilities, a better relationship with security,
etc.). Evaluation of the assignment showed that students enjoyed
solving such real-world problems, could find real vulnerabilities,
and that it helped raise their skills and cybersecurity awareness.
Participation in real bug bounty programmes also positively af-
fects the security level of the tested products. We also discuss the
potential risks of this approach and how to mitigate them.

CCS CONCEPTS
• Security and privacy → Vulnerability management; Penetra-
tion testing; • Social and professional topics → Computing
education; Computing education programs;
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1 INTRODUCTION
The IT threat landscape continuously increases, resulting in a vastly
increased demand for cybersecurity experts. However, the lack of
cybersecurity experts is a long-known problem. One of the solutions
to how we tried to tackle this problem is to use crowdsourcing
solutions to share intelligence. An example of such efforts is bug
bounty programs (BBPs).

Bug Bounty Programs should be considered indispensable tools
promoting responsible vulnerability disclosure [5]. These programs
do not rely only on altruistic and randomly encountered ethical
hackers. They incentivize them with rewards for reporting relevant
cybersecurity vulnerabilities [5]. Vendors typically announce these
specific competitions to external stakeholders, ranging from the
general public to researchers and security-oriented companies [11].

In the case of a bug bounty program, which is one of the branches
of so-called ethical hacking, they are coordinated to some extent
by the entity that has an interest in discovering vulnerabilities in
a given system (not necessarily its own). We find it essential to
coordinate related activities within these approaches, not only in
relation to the vulnerability testing itself but especially apriori at the
level of education within specialized study programs to implement
and introduce study projects that would lead to the use of bug
bounty-related approaches as part of student motivation.

Thus, cybersecurity education can help address the shortage
of cybersecurity professionals by introducing students to ethical
hacking and allowing them to participate in real-world BBPs.

This cooperation between academia and real-world business
yields several key benefits for both parties, fostering much-needed
synergy. This includes endowing students with valuable real-life
experiences that test their technical knowledge and cultivate non-
technical skills, such as effective communication and report fil-
ing [9]. Moreover, these experiences benefit students’ personal de-
velopment and enhance their employability, leveraging the prestige
associated with successful bounty hunts [5].
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We further argue that the positive effects of introducing BBPs
into the cybersecurity curriculum are not limited only to the de-
velopment of hard and soft skills but hold a much more profitable
potential by instilling in students the principles of ethical hacking
and cultivating an appreciation for the benefits of both BBPs and
ethical hacking as a whole, even outside the course work [3].

In the context of this paper, we evaluate specific approaches and
experiences with implementing bug bounties in the curriculum, the
practical benefits for students, and the impact on their knowledge
and skill base. It is also crucial to evaluate whether students of a
particular IT program can solve specific tasks and requirements of
bug bounty programs. Based on our teaching experience, we know
that students like real-world problems and appreciate real-world
examples. However, we were interested to see how they would cope
with this type of problem, as it represents quite a big leap from
conventional school problems.

To experimentally verify our proposal, we let students voluntar-
ily select participating in a BBP as a semester project in a secure
coding course. The success or failure of the search for the vulnera-
bility was not reflected in the final grade. We evaluated only the
process, used tools, and final report. We also organized an extra
lecture for those interested in this project area to give students a
basic orientation in the field of ethical hacking.

After completing the assignments, we surveyed the students to
find out how they liked the possibility of being involved in solving
real-world problems.We focus on three areas of questions: technical
parameters, student self-evaluation, and project evaluation. Addi-
tionally, we examined how many vulnerabilities will be reported by
BBP participants with no prior knowledge (students) and how the
students perceive such an assignment (entertainment, skills, risks).

Contributions. The main contributions of this paper may be
stated as follows:

• We proposed an innovative way to improve the learning of
IT and cybersecurity professionals that leverage real bug
bounty programs in the curriculum.

• We have experimentally implemented and evaluated the
proposed idea in one run of the university course.

• We discuss the pedagogical implications of the proposed
approach and have shown, among other things, a positive
impact on learning and that students can solve this type of
task successfully.

2 MOTIVATION
No IT solution is free of bugs and vulnerabilities [19], and finding
and patching vulnerabilities is an iterative process that is both finan-
cially and human capital intensive [20]. Letting external entities (i.e.
cybersecurity researchers, testers, enthusiasts or hackers) search
for and responsibly disclose cybersecurity vulnerabilities can thus
be an effective security tool to mitigate such vulnerabilities.

Such external help can be very welcome (or even needed) from
the vendor’s side [11]. A specific approach to gathering these ex-
ternal entities is the introduction of the already mentioned BBPs,
where the system or device is subjected to "planned" attacks at the
request of the vendor and the ethical hackers are then rewarded for
reporting found vulnerabilities [10]. It is then essential to ensure
that the relevant activities are legal not only from the perspective of

the vendor but also from the perspective of the ethical hackers them-
selves so that they do not have to worry about unwanted sanctions
(which would limit or even eliminate the motivation for conducting
such actions [18]). Nevertheless, it is essential to emphasize that
many actors involved in the BBPs’ procedures (the notifying ethical
hacker, the vendor, or third parties and coordinators) often have in-
compatible goals and interests [7]. The potential conflicts between
these actors may seriously hinder the motivational aspect, and it
is, therefore, crucial to mitigate this risk by thorough setup of the
conditions for the announcement (and the whole of the procedure)
under a bug bounty program [17].

However, it has to be stated that participation and hands-on expe-
riences in the context of these programs are not often encountered
by students (not only) of higher education programs, although they
can be of great benefit to them [3, 9, 16]. In our experience, which
we present within this paper, this is a benefit not only in terms of
gaining actual awareness and concrete, hands-on experience with
such cyber security vulnerability detection but especially in terms
of gaining superior related skills that appropriately further shape
the specialized profile of the students themselves.

In such regard, the cooperation between the educational institu-
tions and the vendors has its own significance, as it may satisfy the
vendors’ need for such expert labour, which is currently lacking
in the European market [1]. On the other hand, this cooperation
allows students to gain hands-on experience and help educators
better prepare them for real scenarios. Making the courses more
interesting by utilising a real-world exercise is also an element that
should not be overlooked [3, 9, 16]. Gaining actual awareness and
concrete hands-on experience with such cyber security vulnerabil-
ity detection, and especially gaining superior related skills [3] help
further shape the students’ specialised profile.

We must also consider another factor - the time allotment struc-
ture of the curriculum. The curriculum of security-oriented courses
and specializations is often broad and covers only the basics of all
the areas concerned. Students are often taught the basics as a part
of general security-oriented courses, but it is undesirable to neglect
other areas such as cryptography, authentication, or IT security
management in favour of ethical hacking. The education in the area
of ethical hacking is thus often minimal and left to the students
themselves. The situation is even more problematic in the area of IT
students not focused on security. Although they should also have
the basics of cybersecurity, they have even less teaching space. Also,
incorporating a real-world problem into teaching brings with it a
number of challenges in addition to the benefits mentioned above -
greater difficulty may prevent students from successfully solving,
ensuring assignment consistency for a fair assessment, or emphasis
on practical knowledge of a wide range of tools.

3 RELATED WORK
The use of bug bounty programs for controlled vulnerability dis-
covery is very common in the case of large companies (e.g. Apple1,
Samsung2 or Microsoft3). Such programs usually have a graduated
range of rewards according to the vulnerability discovered in the

1https://security.apple.com/bounty/
2https://security.samsungmobile.com/rewardsProgram.smsb
3https://www.microsoft.com/en-us/msrc/bounty
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general terms of the program. It is thus evident from practice that
the introduction of bug bounty programmes brings substantial ben-
efits (both financial and security), which are all the more evident
in conjunction with specialised service providers, which usually
act as intermediaries in the processing of the programme. These
include companies such as BugCrowd4 and HackerONE5. Programs
offered by these services were used in the 2020 quantitative study
conducted by Walshe and Simpson [17] that has demonstrated how
a well-deployed program could, in financial terms, substitute for
two full-time experts.

In the context of education, however, the problematic implemen-
tation of practical knowledge related to bug bounty programmes
into university teaching is evident [3, 9, 16]6. There is a generally
noticeable orientation towards broader educational focuses that
focus on, for example, cybersecurity specialists; thus, a specific
targeting on bug bounty-related skills is sporadic7, even though it
may be deemed a crucial part of the cybersecurity professionals’
skillset [8]. In the context of cybersecurity education, this was em-
phasized already by Greene [2] and also in the research of Logan
and Clarkson [6] and Pashel [8], and studied further by Trabelski
(and others) [12–16] and Hartley (and others) [3, 4].

We aim to showcase the benefits and insights gained from inte-
grating bug bounty programs into our curriculum, echoing Hart-
ley’s findings on the significant impact of hands-on experience in
cybersecurity education [3].

We advocate that a proper curriculum design should give the
students hands-on experience and provide them with the necessary
soft skills and knowledge outside of the tech domain. This part of
the curriculum should also focus on the legal and ethical aspects of
hacking, as Trablesi et al. [16] have shown in their research that
there is a potential for malicious activity done by the students.

4 PROPOSED SOLUTION
This section presents a possible solution to the above-mentioned
problems by combining education and real-world ethical hacking.
Our innovative approach aims to fill the practical cybersecurity
education gap and bring other positive benefits.

To evaluate our idea, we implemented the proposed solution to a
course for IT-oriented faculty. We let students choose to participate
in a bug bounty programme as an option for the semester project
in a secure coding course. We then collected responses from the
students to evaluate the outcomes. In addition to the technical
question of whether students without prior expertise in computer
security would even be able to successfully solve a BBP and what
procedures and tools they would use, we also investigated how
students evaluate this type of project and what the implications are
for teaching this topic.

It has to be said that there are several risks in letting the students
participate in BBP. Firstly, the students may not be able to identify

4https://www.bugcrowd.com/products/platform/
5https://www.hackerone.com/
6On the other hand, there is a relatively large number of specifically targeted courses,
especially in the online environment. See e.g. here: https://securitytrails.com/blog/
popular-bug-bounty-courses or here: https://www.classcentral.com/report/best-bug-
bounty-courses/
7This is also evident from the report within the SPARTA project - https:
//ec.europa.eu/research/participants/documents/downloadPublic?documentIds=
080166e5d212c432&appId=PPGMS, e.g.. p. 53 or 56.

any vulnerability.While this may be a problem for the BBP itself, the
project focuses on the process and educational benefits. Shortly said,
even failure to identify any vulnerability is considered positive if the
students improve their skills and broaden their horizons. Secondly,
the students may violate one of the rules of the BBP.

To mitigate the risks, we provide a proper introduction to ethical
hacking and BBPs in the form of a lecture delivered by an expert
in the field. An integral component of the course involves teach-
ing students the necessary skills of the ethical hacker [3]. These
encompass technical proficiency and a fundamental understanding
of the relevant legal framework and the ability to navigate the legal
specifics, rules, and methodologies of the particular BBP [4].

This ensures that their actions are conducted within legal bound-
aries, minimizing the risk of causing undue harm and facing subse-
quent consequences [4].

We propose specifically dedicating one of the introductory lessons
to the legal issues, where students are acquainted with locating
the specific rules of a given BBP and the potential consequences
of overstepping these rules or targeting services that fall outside
the defined boundaries. This approach aims to establish a secure
foundation for both students and educators, fostering a safe learn-
ing environment. Additionally, it assists in orienting them toward
ethical hacking methodologies and ensures a responsible and lawful
engagement with bug bounty initiatives [16].

5 COURSE PROJECT DESCRIPTION
The experiment was conducted as part of an optional university
course focused on secure coding. The course is regularly taught
in computer security specialization at the IT-oriented faculty. The
course is designed for Master’s students, introduces the basic princi-
ples of secure coding, and explains the general principles of vulner-
abilities and defences against them. It covers multiple areas, such
as basic vulnerabilities of compiled languages, memory protection
mechanisms, input validation, static and dynamic analysis, and
more, but in general, the course is not focused on ethical hacking.

An important part of the course is the semester project, for
which students can get almost half of all points counted in the final
grade. Students have two months to finish the project. Students
are expected to work independently on a selected topic that falls
within the course’s content area. They are expected to study the rel-
evant materials, research the chosen area, and possibly implement
selected solutions.

The result is a technical article in the selected area of at least six
pages in double-column IEEE format (for implementation, the out-
put may differ by agreement). An integral part of the solution is the
oral presentation of the whole work, which takes place in the course
seminars. The goal is for students to demonstrate both hard and
soft skills, as this combination is expected of future cybersecurity
professionals.

Students choose their own topic, but the course teacher must
always approve it. They choose from 3 types of projects: tutorial,
HW or SW implementation, and original work.

In the Tutorial, students have to study a selected topic in depth
and write a short tutorial or overview study with the structure of a
scientific paper. Their own opinion and analysis are welcome. In
the Implementation, they choose an algorithm and a platform on
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which they then implement the algorithm with respect to a specific
set of goals (speed, security, and/or performance). The goal is to
produce a working code and write a paper explaining the implemen-
tation. Within the last area, Original work, they can present their
own activities if they work on an interesting, relevant topic from
the secure coding area: a new method, algorithm, implementation
technique, optimization of existing solutions, etc. The form of the
solution is again a paper describing the work.

As part of the experiment, we have added a new voluntary area
- Bug Bounty challenge. The challenge expected active participation
in the selected bug bounty program and an attempt to find a real
vulnerability. A list of suitable BBPs was provided, but self-selection
was also allowed to enable students to pick the most technologically
suitable BBP. The success or failure was not reflected in the final
grade. We evaluated only the process, used tools, and final report.
Thus, if one failed to find something specific, it did not compromise
the passing of the course in any way. In case of success, correct
reporting of the vulnerability according to the processes of the
selected BBP was mandatory. Students were repeatedly reminded
of the need to strictly follow the competition’s rules.

For those interested in ethical hacking, we organized an addi-
tional lecture to provide a basic orientation in the field. Delivered
by an expert with over five years of experience, the lecture covered
the motivations for ethical hacking and its appropriate applica-
tions. It introduced the primary methodologies and tools for web,
infrastructure, and mobile environments. We also guided students
through relevant learning platforms and Bug Bounty Programs
(BBPs). Finally, we detailed how to report vulnerabilities, comply
with BBP guidelines, and understand the legal framework.

After completing all the preparatory phases, students had 7
weeks to complete the entire project. After submitting and eval-
uating the entire project, students were contacted and asked to
complete a questionnaire. In addition to the questionnaires, the
evaluation included an analysis of the submitted project reports.

The course’s general learning outcomes are designed so that
students can gain knowledge in the chosen security area, acquire
the ability to write a professional text and acquire the skills to
present professional content. The specific learning outcomes for a
BBS-type project are designed to enable students to:

• understand the skills and qualifications to be an ethical
hacker,

• demonstrate the knowledge of information gathering, test-
ing, and ethically hacking a system,

• learn about the different tools and techniques that hack-
ers—including ethical hackers—employ,

• use selected tools in hacking,
• understand cybersecurity laws and the consequences for
breaking those laws.

The course strengthens the following working life skills: presen-
tation skills, creativity, problem-solving skills, and information and
communication technology skills.

6 EXPERIMENT DESIGN
The experiment began with the preparation of an extended project
assignment and the preparation of questionnaires. As part of the
publication of the assignment, students were informed in advance

that this project is part of an experiment and were asked to consent
to the processing of information about the experiment, including
their use for the final publication.

After we published the assignment, students could attend a bonus
lecture and work throughout the project.

To evaluate the experiment, we used a combination of quanti-
tative and qualitative methods. After the project was handed in,
we sent a questionnaire to all participants, asking them additional
questions. Further information was obtained through a detailed
analysis of the submitted project reports, which included a descrip-
tion of the project solution, technical details, approach description,
etc. Analysis of the results was carried out by team members who
are also responsible for teaching and assessing the course.

As part of the analysis of the project reports, we focused on
collecting information relevant to the responsible reporting process.
However, we also discuss other interesting observations.

Within the questionnaires, we focused on 3 main areas. The
results are intended to provide a better understanding of the im-
pact of each project parameter. The first batch of questions was
focused on the actual work done on the project. These questions
were intended to discover the student’s previous experience, the
influence of his/her knowledge on choosing a particular BBP, the
vulnerability search strategy, the tools used, the methodology, and
many others.

The second area focused on self-evaluation, where we asked
students to evaluate their skills and knowledge before and after
the project. The last area concerned the students’ evaluation of the
project, where we were interested in the fun and usefulness of the
project, the perception of risks, etc.

Data were collected and processed anonymously based on the
consent of the participants in the experiment. According to the
university’s internal rules, the course supervisor and department
head approved the whole experiment.

7 RESULTS
A total of 38 students signed up for the course project, and a total of
31 students successfully completed it (which is comparable to past
years). 19 students chose the experimental bug bounty challenge
(BBCh). 13 of whom had BBCh assignments successfully completed
the project (12 of them filled out the follow-up survey).

We did not observe a significant deviation from other project
types in the project evaluation. The average project score of other
types was 39 points out of 49 possible. The average BBCh project
score was 40 points. Thus, in terms of difficulty, we rate all types
of assignments as comparable.

7.1 Student’s work on the assignment
In the first step, we were interested in the BBP choice. Five students
chose the T-Mobile bug bounty program because they wanted to
pursue the program available in their native language. Three chose
HackerOne - specifically Shopify’s Bug Bounty, Epic Games, and
Boozt Fashion AB. Other programs were covered by only one of the
students: TryHackMe, HackTheBox, Hacker101, PicoCTF, Coinbase,
Moneta, Microsoft, and Hacktrophy.
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Table 1: The overview of used learning resources.

Resource Times reported

PortSwigger academy 8
Videos 5
TryHackMe 3
OWASP 2
Online blogs 2
Hacker101 2
School lectures 1
Scientific literature 1

Some students tried to participate in multiple programs. One
of the students even used the obtained knowledge and did a back
check of his code and found many errors.

The previous experience did not play any significant role in
selecting this assignment. On a scale of 1 - 5 (no impact - high
impact), the average score was 3.16 with a standard deviation 𝜎 of
1.4. In most cases, the reason for selecting a specific BBP was prior
experience with and knowledge of the given system. In addition,
the majority of the selected BBPs were focused on the security of
web applications. Some students even reported that they perceived
the web applications as the easiest, thus suitable for beginners.

The selection of BBP based on these factors is expected. More-
over, interacting with a familiar system should make it easier for
inexperienced participants to find new vulnerabilities.

In most cases, the strategy for identifying the vulnerabilities
involved following checklists, guides, or tutorials (such as OWASP
WSTG8), testing for known vulnerabilities, or searching for vulner-
abilities based on prior personal experience.

Time-wise, most students have spent 15-30 hours with theoreti-
cal preparation. Three students have spent less than 10 hours, with
a minimum of two. Three students have spent over 30 hours, with
a maximum of 80. The vulnerability identification took 15-30 hours
for most of the students. Only one student took less than 15 hours,
and two more than 30 hours. Thus, most students were within the
recommended time frame set for this project (40-60 hours).

The majority of students utilised the materials we suggested for
their additional learning. The most used education resource was
PortSwigger Academy, as reported by 8 students, closely followed
by video tutorials, reported by 5 students. The summary of used
learning resources is shown in Table 1.

Students used many tools to tackle the project, including Burp-
Suite, Wappalyzer, Kali Linux, Nmap, ffuf, Metasploit, and others.
This reflects the variability of the BBP, as different implementations
of the tested systems require different analytical tools.

We were most interested in seeing if any real vulnerabilities
were found. Two of the students have found some vulnerabilities.
The first one discovered an Insecure direct object reference (IDOR)
vulnerability but did not report it, as the tested platform did not have
a proper BBP. The second student discovered two vulnerabilities
(CSRF and incorrect validation of redirect link after login) that
he reported to the BBP, but at the time of submitting the paper,
no response had yet been received. Furthermore, students found a
8https://owasp.org/www-project-web-security-testing-guide/
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Figure 1: Orientation of participants on the topic of ethical
hacking before and after the project. Participants were or-
dered by skill level before the project.

small number of cases of non-standard behaviour, e.g., the existence
and availability of non-actual pages, error messages available to
users, etc. It is unclear whether or not these instances could be
used to mount a successful attack. However, they still violate best
practices and should potentially be fixed.

7.2 Self-evaluation of educational impacts
Before the project, participants in the experiment rated their un-
derstanding of ethical hacking as 1.92 on average; this increased
to 3.58 at the end. Figure 1 shows that in most cases, the students
increased their skill in ethical hacking by two points.

We also assessed participants’ prior knowledge of ethical hack-
ing before the project. Nearly half had only theoretical understand-
ing, while the rest had minimal practical experience from another
school project. One participant had completed multiple TryHackMe
courses and attended sessions on specific vulnerabilities at Burp
Suite Academy.

After the end of the project, students reported good orientation
in the topic, practical understanding of the different phases of pen-
etration testing, understanding of the attacker’s point of view and
abilities, and practical knowledge of tools for ethical hacking.

41,7 % of the students reported that they see their future career
in cybersecurity before starting the assignment. After completing
the assignment, it changed to 50%.

We also wondered whether the students planned to participate
in other bug bounty projects after the end of this project. Only two
(17%) do not plan to do so, six students (50%) are considering it if
there is enough time, and four (33%) firmly plan to continue.

Ultimately, students found the knowledge gained beneficial, even
if they pursued careers outside of cybersecurity.

7.3 Self-assessment of the project
Most students rated the experimental project as very beneficial,
primarily due to the great practical overlap and the ability to work
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Table 2: Personal likings of the project as reported by students. The responses ranged from 1 - 5, where 1 means the worst
(negative) and 5 means the best (positive). 𝜎 denotes the standard deviation.

Question Mean 𝜎

How much would you like to see this type of project incorporated into regular teaching? 4 0.85
Is the project content beneficial even if the participant has a career path outside of cybersecurity? 3.91 0.79
How do you feel about working in a real environment on real products? 3.92 0.99
How important is the project’s social impact to you (helping to improve real safety) 3.42 1.08

on real problems from practice. They also positively evaluated the
relatively high degree of freedom of the project and, paradoxically,
the need for self-study to a greater than usual extent, as the project
allowed them to get an assessment in an area that interested them.
One student summed it up this way: "If this project is chosen by a
person who is interested and fond of this field, it is the most useful
and interesting project at the school at all."

Next, we asked about the enjoyability of the project as a whole
and how it compares to conventional projects with a fixed spec-
ification. On a scale of 1 - 5 (not enjoyable at all - it’s extremely
enjoyable), the average score was 3.81 with a standard deviation 𝜎
of 0.87. On a scale of 1 - 5 (significantly more boring than a regular
project - significantly more entertaining than a regular project), the
average score was 4.16 with a standard deviation 𝜎 of 0.72.

When explaining the reasons for the assessment, students pri-
marily mentioned learning new skills, having the freedom to decide
how to complete the assignment, and their involvement in trying to
solve real-world problems. Despite the high values, almost a third
of respondents mentioned time pressure due to the demands of
other courses as well as the freedom of the course.

We were also interested in participants’ views on questions re-
garding their personal likings of the project as shown in Table 2.

Students generally rated the project as having a high practicality
and educational impact. Negatives included the stress of breaking
BBP rules or the frustration of not finding any vulnerabilities.

8 DISCUSSION AND LIMITATIONS
The findings of this study have provided several noteworthy in-
sights regarding the implementation and acceptance of our project-
oriented approach to cybersecurity education. Firstly, to our sur-
prise, students could identify vulnerabilities, which unequivocally
endorses the efficacy of our pedagogical strategy.

Secondly, the positive feedback received from students about
this type of real-world project learning is particularly encouraging.
Their enthusiasm underscores the relevance and engagement of
hands-on, project-based learning in the conditions of the real world.

Moreover, we consider it of paramount importance that the
project was deemed beneficial by those participants who do not
intend to pursue a career in cybersecurity. The fact that students
outside the field perceive the adversarial perspective as advanta-
geous suggests that the skills and thought processes developed
through this project have a wide-reaching impact, extending be-
yond the immediate domain of cybersecurity. Ethical considerations
in teaching hacking techniques within an educational setting have
been a topic of some debate. However, various scholarly works have
discussed this issue, and our stance aligns with the perspective that

such education is legitimate [3]. By introducing IT students to the
concept of thinking like an attacker, we foster a critical mindset
for developing more secure systems. This cognitive shift is essen-
tial for producing programmers who are adept at anticipating and
mitigating potential security threats.

Finally, we would like to summarize the main lessons learned. It
proved essential to allow freedom in the students’ choice of technol-
ogy by selecting a suitable BBS. Ethical hacking assumes a detailed
knowledge of the technology, and it is usually not within the ca-
pabilities of the course to deliver this knowledge. Thus, students
have to use their existing knowledge, which can be varied and
diverse. To reduce the time commitment and increase the chances
of success, it is thus advisable to let students work in a familiar
environment. We are also very positive about the feasibility of our
approach, which was also helped by focusing the assessment on
progression rather than finding vulnerabilities. According to the
feedback, we are considering how to appropriately integrate exist-
ing online courses on ethical hacking, which students widely used
to gain detailed knowledge.

We also considered the varying technical skills of students. Some
needed more time than the average recommendation due to larger
skill gaps, particularly for introductory education. However, this
was accommodated by allocating sufficient credits for the project.

8.1 Limitations
We consider the limited dataset as a limitation, as the experiment
was only conducted within one run of one course. However, we
believe the results are sufficient for the initial opening of the debate
and the data-driven presentation of our idea. We are also planning
further extensions and repeated runs of experiments.

9 CONCLUSIONS
Based on the positive feedback from students and valuable educa-
tional impacts, we plan to include BBP in future courses as well.
We plan to shift the orientation towards government agencies, as
such agencies often lack the resources to run their own programs
or contract ethical hackers. Such a connection would not only be
beneficial for students but also increase the security of the public
sector.
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Abstract 

In this paper, we undertake a novel two-pronged investigation into the human 
recognition of deepfake speech, addressing critical gaps in existing research. First, we 
pioneer an evaluation of the impact of prior information on deepfake recognition, 
setting our work apart by simulating real-world attack scenarios where individuals are 
not informed in advance of deepfake exposure. This approach simulates the unpredict-
ability of real-world deepfake attacks, providing unprecedented insights into human 
vulnerability under realistic conditions. Second, we introduce a novel metric 
to evaluate the quality of deepfake audio. This metric facilitates a deeper exploration 
into how the quality of deepfake speech influences human detection accuracy. By 
examining both the effect of prior knowledge about deepfakes and the role of deep-
fake speech quality, our research reveals the importance of these factors, contrib-
utes to understanding human vulnerability to deepfakes, and suggests measures 
to enhance human detection skills.

Keywords:  Deepfake, Synthetic speech, Deepfake detection, Human perception, 
Speech quality, Cybersecurity

1  Introduction
Deepfakes are digitally manipulated media, typically video or audio recordings, created 
using advanced artificial intelligence and machine learning techniques. These technolo-
gies allow for the alteration or synthesis of human likenesses and voices, making it pos-
sible to generate convincingly realistic content that portrays individuals saying or doing 
things they never actually did [1].

Deepfake technology creates an entirely new threat landscape in IT security. Recent 
studies show that face and voice biometrics systems are vulnerable to deepfake spoofing 
attacks [2, 3]. These vulnerabilities motivate the development of protection techniques, 
such as deepfake detectors [4, 5, 47].

Moreover, the increasing number of deepfake-related headlines in the news docu-
ments this technology’s malicious impacts on us—humans  [6–12]. One of the very 
recent cases involves the theft of $ 25 million [6]. During a video conference, a finance 
worker at a multinational firm in Hong Kong was deceived into transferring com-
pany funds to scammers using deepfake technology to impersonate the company’s 
CFO. The scam involved deepfake renderings of several staff members. Despite initial 
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suspicions raised by an unusual message from the supposed CFO about a secret 
transaction, the worker was convinced by the realistic appearance and voices of the 
colleagues in the video call.

Motivated by the increasing frequency of deepfake attacks on individuals, our 
research evaluates how well humans can recognise deepfake speech. Previous stud-
ies  [13, 14] only involved participants who were aware that they would be exposed 
to deepfakes, with the explicit task of distinguishing between genuine and deepfake 
speech. This scenario, however, is not representative of real-world situations where 
individuals are unexpectedly confronted with deepfakes,  in critical moments when 
their ability to detect these spoofs is vital. The key difference in real-world attacks is 
the absence of forewarning; targets are not pre-alerted to scrutinise the authenticity 
of the media they encounter. This study addresses this gap by simulating authentic 
conditions testing individuals’ ability to recognise deepfakes without prior notice of 
exposure.

In addition, existing research has not fully explored how the quality of deepfake speech 
affects detection capabilities. The former studies only record success or failure to detect 
the utterance but omit quality information. To fill this gap, we designed a second experi-
ment focusing on the role of speech quality in human deepfake recognition. To comple-
ment the obtained knowledge, we also investigate additional factors such as language, 
sex, or playback devices (speakers, headphones). Exploration of these additional factors 
is essential to set a baseline for detection and to guide further education about deepfakes 
better.

In our first experiment, participants were unknowingly exposed to deepfake audio 
during a “Two Truths One Lie” game involving voice messages about countries, one of 
which was synthetically generated. This setup tested their capacity to spot the deepfake 
without any prior indication of its presence. Afterwards, a questionnaire unveiled the 
experiment’s real intent and inquired about their detection ability before and after learn-
ing about the deepfake, thus comparing their detection skills with and without prior 
knowledge.

In our second experiment, we investigated whether the quality of deepfake speech 
notably affects the ability to recognise deepfakes. For this purpose, we created a novel 
quality metric for deepfake speech, used it to categorise deepfake audio, and then con-
ducted a survey to see how well individuals could differentiate between authentic and 
deepfake speech, focusing on how speech quality influences their judgments. This 
approach allowed us to probe for a possible quality threshold at which deepfakes become 
undetectable to the human ear, as the trends in speech synthesis clearly show continual 
increases in the quality of the synthesised speech [1].

In addition to the ability to recognise, we map the public awareness of deepfake tech-
nology. We ask if respondents ever encountered deepfakes and where. We use this 
knowledge to better understand public perception of deepfakes and examine a link 
between public awareness and deepfake recognition accuracy.

The ultimate goal of this paper is to understand the impact of AI-based attacks and 
scams on humans. This understanding helps to design and employ proper protection 
mechanisms. Unfortunately, as we demonstrate, the outcomes of the former research do 
not provide the complete picture of the area, where most of the results claim that the 
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human ability to recognise deepfakes ranges around 70–80%. As our results show, it is 
essential to consider the impact of languages, demographics or playback devices.

This study thus evaluates how the prior information and quality of deepfake speech 
influence the human recognition of deepfakes, and it extends our previously published 
work [15]. Our research protocol was presented to our institution’s alternative to an eth-
ics board, and we were advised that no further actions were necessitated on our part.

Contributions
The main contributions of this paper can be summarised as follows:

•	 We assess the human ability to recognise deepfakes in the Czech and Slovak lan-
guages.

•	 We show that the human ability to recognise deepfakes is affected by the prior infor-
mation of deepfake exposure and the quality of deepfake recordings.

•	 We explore the impact of the gender of both the speaker and the listener, the lan-
guage used, and the playback device on the ability of humans to recognise deepfake 
recordings.

•	 We propose a quality measurement for deepfake speech.
•	 We discuss possible measures to strengthen the human ability to recognise deep-

fakes.

2 � Related work
Related work may be split into two distinct areas: recognition of faces (image and video) 
and recognition of speech (audio).

Audio
Using unary and binary selection methods, Mai et al.  [14] explored speech deepfake 

detection among 529 participants across English and Mandarin. Their findings revealed 
a 73% accuracy rate in identifying deepfake audio without a significant difference 
between languages, showing minimal improvement in detection through awareness 
efforts.

Wang et al. [16] examined the human ability to distinguish between human and syn-
thetic speech in a simulated commercial bank scenario. Participants evaluated utter-
ances across three categories (bonafide, irrelevant, deepfake) and assigned confidence 
scores. This study demonstrated a reasonable capability to recognise deepfakes, although 
exact success rates were not specified.

Müller et al.  [13] focused on comparing human and AI detection of voice deepfakes 
using a game-based approach and the ASVspoof 2019 dataset. They reported an 80% 
success rate in human detection, noting better performance against TTS-generated 
deepfakes, particularly among native speakers, with rapid learning observed initially but 
stabilising at 80% success.
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Watson et  al.  [17] investigated audio deepfake perception among college students, 
focusing on English speakers and the impact of grammar complexity. Their study found 
no significant difference in detection accuracy between senior and junior students, with 
a varying accuracy of 42% to 90% across different tasks, indicating that complex and 
shorter sentences were more likely to be identified as synthetic.

Image and video
Studies on deepfake detection reveal varying success rates based on image or video 

quality, with images achieving 58–70% accuracy and videos as low as 20% for high-qual-
ity deepfakes, increasing to over 80% for lower quality ones [18–23]. Training programs 
have improved detection rates by 33% [23], indicating an average success rate of 60–65%.

Research by M. Groh et  al.  [24] on recognising deepfake political speeches showed 
enhanced detection when participants were familiar with the content or speaker’s voice. 
Jilani et al. [25] found that novices could outperform experts in identifying deepfake vid-
eos, highlighting the challenge deepfakes pose to forensic analysis.

Bray et al. [26] evaluated human capability to distinguish StyleGAN2 deepfakes, with 
participants’ accuracy around 62%, barely above chance, despite interventions. Similarly, 
Somoray et al. [27]’s study saw an average detection accuracy of 60.70% without signifi-
cant improvement from training on visual cues.

Mohammad et  al.  [28] investigated whether exposure to deepfake videos could 
enhance detection skills, suggesting potential for awareness to combat deepfake 
challenges.

Summary
In previous studies, participants were aware they were interacting with deepfakes, 

which could have influenced their responses. As highlighted in Table  1, our research 
diverges significantly in this aspect. A key distinction of this study is that it was con-
ducted in Czech and Slovak languages. In addition, we explore how the quality of the 
deepfake audio, the gender of both the speaker and the listener, and the language used 
affect the ability of humans to identify deepfake recordings.

Table 1  Comparison of experiments on the human ability to recognise audio deepfakes

Study Year Prior information Respondents Accuracy [%]

Wang et al. [16] 2020 Yes 1145 N/A

Watson et al. [17] 2021 Yes 53 42–90

Müller et al. [13] 2022 Yes 410 80

Mai et al. [14] 2023 Yes 529 73

Ours 2024 Yes 85 67–94

Ours 2024 No 31 3.20
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3 � Experiment design
This study builds on previous research regarding the human ability to recognize deep-
fake speech. Unlike earlier studies, which informed respondents about deepfakes before 
testing their recognition skills, we chose not to notify respondents about their exposure 
to deepfakes. This approach aims to replicate real-world scenarios where such attacks 
occur without prior warning. In vishing attacks, victims are not pre-informed that an 
attack is underway or that they should scrutinize the speech for deepfakes. In addition, 
it remains uncertain how the quality of deepfake speech impacts the human ability to 
detect it.

The experimental part, thus, consists of two parts. The first part evaluates the human 
ability to recognise deepfakes in an ordinary conversation (without prior information). 
The second part examines how the quality of deepfake speech influences the human 
ability to recognise deepfakes (with prior information). The experiments thus aim to 
bring new knowledge on the influence of the prior information and quality of deepfake 
recordings on the human ability to recognise deepfakes and to validate that the results of 
the former studies are still relevant.

3.1 � Experiment one: influence of the prior information

The design of the experiment is inspired by Matyáš et al. [29], who propose using a cover 
story to hide the true nature of an experiment. Unlike other works, respondents do not 
know their deepfake detection abilities are being tested. Thus, our goal is to create a real-
istic attack scenario in which we change a real voice, which respondents know and do 
not consider suspicious, to a deepfake and try to see if they notice this change.

The experiment took place in the Czech Republic, and as a result, all interactions 
were conducted in Czech. This included the creation of deepfake speech in the Czech 
language. Given that most models and tools are designed for English, our work dem-
onstrates the potential for adapting speech synthesis models to other languages. This 
adaptation necessitates tailored approaches for both training and utilising these models.

The whole experiment is hidden behind a cover story of testing the usability of voice 
messaging. This approach helps to obscure the true objective of the study, thereby reduc-
ing potential bias in respondent behaviour. Respondents play the game Two Truths One 
Lie. They receive five voice messages from the narrator, each containing three facts about 
a selected country. One of these facts is incorrect, and the respondent’s task is to iden-
tify the incorrect fact and report it back (using the voice message). This setup simulates 
communication using voice messages only.

The usage of a cover story shifts the focus of the respondents from carefully exam-
ining the recordings to their normal mode of operation, where the primary focus is 
given towards the communication and its content rather than scrutinising the technical 
aspects of the voice messages. By engaging respondents in a familiar and straightfor-
ward game, the cover story encourages natural interaction, ensuring that any observa-
tions or feedback provided reflect genuine reactions rather than responses influenced by 
an awareness of the study’s true purpose. In addition, the interactive nature of the game 
maintains the respondents’ engagement and helps to gather more reliable data on their 
communication patterns and their ability to detect anomalies in the voice messages.
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One of these sets was pre-prepared as a deepfake recording of the narrator’s voice. At 
the end of the experiment, each respondent was sent a questionnaire asking about their 
knowledge of and attitude towards deepfakes, if they observed anything unusual during 
the conversation, and ultimately revealed the true nature of the experiment and asked 
if they could now identify the deepfake set. The flow of the experiment is visualised in 
Fig. 1. The work described in this experiment results from a previously completed bach-
elor‘s thesis [30].

3.1.1 � Research questions

For the first experiment, we have identified three main research questions:
RQ1: Are humans able to identify deepfake recording during casual conversation?
RQ2: Are humans able to detect a deepfake recording among genuine ones?
RQ3: What is people’s awareness of deepfake technology?

3.1.2 � Round setup

The experiment was hidden behind a cover story. Participants were presented with sim-
ple facts about countries in the form of the Two Truths One Lie game. All communica-
tion took place within the WhatsApp chat, using voice messages.

Each conversation begins with a brief introduction presenting the pre-prepared cover 
story, explaining the rules of the experiment, explaining the rules of the game and 
reminding the respondents that whenever they encounter anything unordinary, they 
should report it. This is important for our experiment because we need them to report 
any concerns (mainly about the deepfake set). It is also crucial for us to get used to the 

Fig. 1  Flowchart describing the course of the experiment
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narrator’s voice and to listen to it. We then gradually send them voice messages contain-
ing the sets of facts for the game. The sets include simple facts about world countries, 
such as:

Set: India
1.    India is the second most populous country in the world.
2.    The capital is Mumbai.
3.    The most widespread religion is Hinduism.
*The second fact is a lie. The correct version is: The capital is New Delhi.

The respondents listened to these sets and replied with voice messages as well. This 
way, we send five sets (voice messages), including one pre-prepared deepfake set. We 
refer respondents directly to the questionnaire if they raise any suspicions or questions 
about the deepfake set. Otherwise, after completing all five sets, we send the respond-
ent a link to the final questionnaire to complete. This questionnaire first collects infor-
mation about the attitude and knowledge of deepfakes and whether the respondent 
noticed anything unusual during the experiment (detected the deepfake set). Finally, the 
questionnaire discloses the true nature of the experiment and that one of the sets is a 
deepfake and asks the respondents to identify it. The final questionnaire was carefully 
designed not to reveal the true nature of our experiments in advance, as described in 
subsubsection 3.1.4.

3.1.3 � Synthesizing deepfake set

To synthesise the deepfake set, we use YourTTS [31] tool with provided pretrained mod-
els in the voice conversion setting. This decision was motivated mainly by the ease of use 
and satisfactory multilingual capabilities of the pretrained models. The conversion has 
been done in a challenging female-to-male setting.1 After synthesis, we improved the 
quality of the deepfake set using post-processing. We removed the noise added during 
creation using Noise Reducer2 tool and smoothed out the frayed phonemes by cutting 
out the part of the recording where the phonemes resonated using Audacity.3 We also 
adjusted the pitch of the voice. The test run revealed a significant difference in back-
ground noise between bonafide (directly spoken) and deepfake (played by speakers) 
utterances. To diminish this difference and force the participants to focus on the spoken 
content instead of the background noise, we played brown noise as the background for 
all the utterances.

Quality evaluation
The evaluation is inspired by the Mean Opinion Score (MOS) subjective listening test 

method described by Loizou [32]. We played the recording to 12 experts working with 
deepfakes regularly. Therefore, we expect their knowledge about the qualities of deep-
fake recordings. Each expert rated the quality on a scale of 1 (poor) to 5 (excellent). The 

1  The source speech was female, the target voice was male, resulting in male deepfake speech.
2  https://​noise​reduc​er.​media.​io/​speech-​enhan​cement.
3  https://​www.​audac​ityte​am.​org.
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final mean score was 3.0; therefore, the recording qualitatively corresponds to the rating 
“Fair”.

3.1.4 � Questionnaire

In designing the survey, it was crucial to disguise our experiment with a cover story to 
prevent the sequence of questions from influencing subsequent responses. We aimed to 
gradually lead up to the most critical questions, ensuring the survey, which comes after 
the experiment, was not overly lengthy. Consequently, we organised the survey into six 
distinct sections: 

1.	 Respondent Profile: This section gathers basic personal information from partici-
pants, such as age, sex, professional field, and contact number. The contact number is 
used to verify the authenticity of the responses related to the experiment.

2.	 Usability: To avoid directly addressing deepfakes at the beginning, we chose a pre-
liminary question regarding the usability of voice messages, which could be relevant 
for assessment purposes.

3.	 Recordings: Participants were asked about their impressions of the recordings, spe-
cifically if they noticed anything unusual or unnatural, and if so, what it was. This 
question is critical for our research.

4.	 Deepfakes: At this juncture, we introduced the concept of deepfakes to participants, 
inquiring if they had previously encountered them and in which contexts. We also 
assessed their confidence in identifying a deepfake, referencing research on Ameri-
cans’ ability to recognise computer-generated voices pretending to be human [33].

5.	 Real Experiment: We disclosed the full details of our experiment here, unveiled 
the cover story, and acknowledged sending a deepfake during our interaction. We 
then checked if participants could identify the deepfakes, knowing at least one was 
included.

6.	 Conclusion: In the final section, we disclosed which recording was inauthentic and 
gauged participants’ reactions to the quality of the voice deepfakes. We also evalu-
ated whether their confidence in recognising deepfakes changed after this experience 
and the revelation of the experiment’s true purpose.

At the survey’s conclusion, we provided links for participants to learn more about deep-
fakes. Supplementary material contains a comprehensive list of all survey questions.

3.2 � Experiment two: influence of deepfake speech quality

The second experiment investigates how the quality of deepfake recordings affects peo-
ple’s ability to identify them. Similar to the first experiment, the tests are conducted in 
Czech and Slovak. These Slavic languages sound very similar but differ in grammar and 
pronunciation. They are mutually intelligible, meaning that a speaker of one language 
can understand the other without studying it. The participants will be asked to recognise 
deepfakes in these languages. In addition, each deepfake recording will be given a quality 
score, which will later be used to determine if there is a threshold above which it is no 
longer possible to identify deepfakes correctly.
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The study was conducted via an online survey, which gathered demographic infor-
mation from the participants. Following this, participants were presented with pairs of 
audio recordings for evaluation. Each pair contained a genuine audio sample and its cor-
responding deepfake version, featuring the same speaker delivering the same content. To 
ensure a diverse and inclusive dataset, we randomly assigned 14 recording pairs to each 
participant. We carefully balanced the representation of male and female speakers across 
the two languages featured to cover all pairs from the created dataset.

In addition, the order in which these pairs were presented was randomised to miti-
gate potential bias. This approach was critical as we anticipated that not all participants 
would complete the survey in its entirety; by randomising the sequence, we aimed to 
prevent the latter pairs from being disproportionately overlooked. The task for partici-
pants was straightforward: identify the deepfake recording in each pair.

The demographic focus was on young individuals, particularly students and those 
heavily involved with technology and social media. This group’s familiarity with digital 
media, including potential exposure to deepfake content, suggests a higher proficiency 
in recognising deepfakes than older generations, making them the experiment’s primary 
audience.

For data analysis, we applied the Student’s paired t test, suitable for our data’s normal 
distribution pattern, with a significance level set at α = 0.05 . Jamovi4 was used for this 
analysis to validate our research questions and hypotheses.

The work described in this experiment results from a previously completed bachelor‘s 
thesis [34].

3.2.1 � Hypotheses and research questions

For the second experiment, formulated the following hypotheses:
H1: Women are more likely to detect voice deepfakes than men.
H2: Women, compared to men, are more likely to detect deepfakes spoken by women.
H3: Men, compared to women, are more likely to detect deepfakes spoken by men.
H4: People are likelier to detect deepfakes in their native language.
H5: Headphones increase the human capability to detect deepfakes compared to device 

speakers.
H6: People who are aware of deepfakes are more likely to detect them than people who 

have never heard of deepfakes.
H7: People who believe they can detect deepfakes are likelier to detect deepfakes than 

people without this belief.
In addition to the hypotheses, we formulated the following research questions:
RQ4: Is there a threshold in the deepfake quality rating score beyond which it is no 

longer possible to recognise deepfakes?
RQ5: Are people more likely to detect deepfakes with the lower score assigned using the 

proposed quality rating system?
RQ6: Are people able to detect voice deepfakes?
RQ7: How many people with previous knowledge of deepfakes can recognise deepfakes?
RQ8: Does the audio device impact the human ability to recognise deepfakes?

4  https://​www.​jamovi.​org/.
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3.2.2 � Speech quality measurement

To investigate the relationship between the quality of deepfake recordings and the 
human ability to detect them, a system is necessary to measure the quality of these 
recordings. Since no existing system meets this need, we have undertaken the task of 
developing one. We approach the quality assessment from the attacker’s point of view. 
The hallmark of an ideal deepfake speech recording for a potential attacker is that it per-
fectly mimics the voice of the person being imitated, is free from any background noise 
or artefacts, and delivers clear and easily understood content. With these criteria in 
mind, we have designed a quality measurement system for deepfake speech that evalu-
ates recordings based on three key factors:

Speaker Similarity of the speaker in deepfake recording with the recording (voiceprint) 
of the imitated speaker is calculated using the Phonexia Voice Biometrics.5 The system 
creates a voiceprint for each user, and the verification is done by comparing at least 
seven seconds of speech to this voiceprint. The similarity of speakers is expressed as log-
likelihood ratio (LLR).

The Perceptual Evaluation of Speech Quality (PESQ) is a measurement designed 
to predict the mean opinion score (MOS)—the people’s subjective opinions of syn-
thetic audio samples. PESQ is the objective quality measure recommended by ITU-T 
for speech quality of narrow-band telephone networks and speech codecs  [32] imple-
mentation is available online, as published by Wang et al.  [35]. The result PESQ score 
represents the MOS–LQO, which stands for Mean Opinion Score–Listening Quality 
Objective. It combines the objective measurements of various parameters (e.g., delay, 
packet loss) and subjective listening tests to model the relationship between the objec-
tive parameters and the perceived quality of the audio. The values lie within the range of 
1.0 and 5.0; the higher the score, the better the quality.

Finally, Mel Cepstral Distortion (MCD) is a widely used measure to differentiate two 
mel cepstral coefficient sequences. It is often used in speech synthesis systems to assess 
speech quality. The smaller result means less distortion between the signals and a bet-
ter match [36]. Implementation6 initial step involves generating mel cepstral coefficients 
(MCCs), a process tailored to the project’s specific requirements. This project adopted 
an approach that necessitates the creation of .mgc files due to the original implementa-
tion’s inability to directly process waveform audio for feature extraction. The .mgc files 
store pre-extracted acoustic features, including the MCCs, with additional support from 
external helper repositories for .mgc file generation.78 The extraction of these coefficients 
is performed using the World Vocoder  [37]. The fundamental frequency is then iden-
tified, logarithmically scaled, and transformed into .mgc format via the Speech Signal 
Processing Toolkit (SPTK).9 The resulting .mgc files, enriched with MCCs, are prepared 
for subsequent MCD computation. Using the Dynamic Time Warping technique, the 
MCD calculation is enhanced to account for potential timing discrepancies between 

5  https://​www.​phone​xia.​com/​produ​ct/​voice-​biome​trics/.
6  https://​github.​com/​MattS​hannon/​mcd.
7  https://​github.​com/​Lukel​luke/​MCD-​MEL-​CEPST​RAL-​DISTA​NCE-​MCD-​appli​cation.
8  https://​github.​com/​CSTR-​Edinb​urgh/​merlin.
9  https://​sp-​tk.​sourc​eforge.​net/.
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sequences, ensuring accurate alignment. The desired outcome of MCD values falls 
within the 4.0–8.0 range, indicative of the quality of speech synthesis.

Computing final quality
The numerical values of these factors were adjusted to fit within a range of 0 to 1 using 

min–max normalisation. Typically, we would consider the proposed metrics equally 
important when evaluating the overall quality. However, PESQ assesses speech quality 
based on how listeners perceive it, whereas MCD measures how similar two recordings 
are. In the context of deepfakes, exact similarity to the original (bonafide) recording is 
less critical for a deepfake to be effective in deceptive scenarios. Therefore, we adjusted 
the significance of these metrics, reducing the MCD’s weight in our evaluation.

The rationale behind the chosen weights is based on this study’s specific context and 
objectives. PESQ and Speaker Similarity were each given a significant weight (40%) 
because the perceptual quality of speech and the resemblance to the target speaker’s 
voice are crucial for producing convincing and natural-sounding deepfake speech. MCD 
was assigned a lower weight (20%) as the primary goal is to create a convincing imitation 
rather than a replica.

The formula used to calculate the quality of deepfake speech is as follows:

The final quality score Qs lies between 0 and 100%. Higher values signalise better quality 
of deepfake speech. Finally, the parametrisation (weights) may be changed to better suit 
different use cases. For instance, in applications where exact similarity to the original 
recording is more critical, the weight for MCD can be increased accordingly. This flex-
ibility ensures that our approach remains generalisable and adaptable to various con-
texts, maintaining relevance to the specific objectives of different research or practical 
scenarios.

3.2.3 � Data set

A custom data set has been created for this experiment, as no publicly available deepfake 
datasets contain paired recordings (bonafide–deepfake) with the same content in the 
Czech or Slovak language. The dataset thus contains pairs of audio clips containing bon-
afide and deepfake voices. These audio clip pairs are spoken by the same speaker, mean-
ing the deepfake’s target voice is the voice from the bonafide clip. The bonafide audio 

Qs = 0.4 ∗ SpeakerSimilarity+ 0.4 ∗ PESQ + 0.2 ∗MCD

Table 2  Table of quality ranges in each cluster

The numbers are rounded to two decimal points. The clusters are left as defined by the clustering algorithm, resulting in gaps 
between the intervals

Cluster Range [%]

1 [20.05, 34.67]

2 [38.29, 52.58]

3 [53.08, 67.77]

4 [72.48, 84.81]
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clips are taken from the Common Voice Corpus [38] version 12.0.10 We chose Common 
Voice because it provides a broad range of audio samples in many languages, includ-
ing Slovak and Czech, which are essential for this project. These original recordings had 
to be concatenated to fulfil Phonexia Voice Biometrics’ requirements about the length 
of the audio samples (min. 15 s for enrollment and 7 s for verification). The minimum 
length of pure speech contained in one enrollment recording was 15 s. All samples were 
thus gradually concatenated with the following ones to fulfil this requirement. These 
concatenated original clips were used as input for the voice conversion method to create 
their deepfake pair. We used Coqui deep learning toolkit11 with custom YourTTS [31] 
models for Czech and Slovak languages12 trained using the Common Voice corpus ver-
sion 12.0. The resulting deepfake samples have a lot of noise and distortions; however, 
this is intentional as we need to introduce a quality system rating, dividing the dataset 
into several groups of recordings sorted according to their assigned quality.

Recordings were assigned quality using the proposed quality measurement (subsub-
section 3.3.1) and sorted into quality groups using the k-means clustering algorithm.13 
We chose a one-dimensional array k-means input to sort the recordings into four 
groups. The quality score ranges of the clusters are displayed in Table 2. The rationale for 
clustering the recordings into four groups was based on the distribution of the quality 
scores. The quality scores were not evenly distributed, making it challenging to manually 
define clear and distinct ranges. To achieve the best possible separation and ensure each 
group represented a distinct quality level, we utilised k-means clustering. This method 
provided a more data-driven and objective approach to categorising the recordings into 
meaningful quality groups.

The final data set consists of twelve speakers.14 They are divided into six Slovak speak-
ers and six Czech speakers; for each language, there are three male and three female 
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Fig. 2  Age of respondents with a look at the gender ratio in five age groups

10  https://​commo​nvoice.​mozil​la.​org/​sk/​datas​ets.
11  https://​github.​com/​coqui-​ai/​TTS.
12  Download links in the Declarations section.
13  https://​pypi.​org/​proje​ct/​kmean​s1d/.
14  Download links in the Declarations section.
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speakers. Each language includes three women and three men. Every cluster has its text 
file with a table representing every file in the group, its particular quality measure evalu-
ations, and the final score.

4 � Experiments and results
Following the experiment design, we executed both experiments with different partici-
pant groups.

4.1 � Experiment one: influence of the prior information

During the first experiment, we collected 31 responses. In terms of sex, 71% of 
respondents were male and 29% were female. The age of the respondents ranges from 
18 to 46, but 80% of the values are less or equal to 23, and the average age is about 
22.39 years, as shown in Fig. 2. In focus on the field of work, IT has the highest repre-
sentation, with 41.90% of respondents. The following common field is education with 
19.40%, law and healthcare with 6.50%, and other fields like machinery, marketing, 
military, art, etc., as shown in Fig. 3.

Participants were recruited through a convenience sampling method, whereby 
we randomly selected individuals from our personal and professional networks. We 
approached and invited a larger pool of individuals to participate, but only a subset 
of them chose to take part in the study. This method ensured a diverse but accessible 
pool of respondents, leveraging existing contacts to gather a broad spectrum of data 
efficiently.

IT
Pedagogy
Law
Healthcare
Machinery
Military
Marketing
Industrial Design
Elektro
Art
Security forces
Social work

41.9%

6.5%

6.5%

19.4%

Fig. 3  Proportions of fields in which respondents work

Table 3  RQ1 summary

Reaction during conversation

Reacted 0%

Described unnatural things from the conversation

Poorer audio quality 41.90%

Deepfake sign 3.20%
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All of the research questions have been answered:
RQ1: Are humans able to identify deepfake recording during casual conversation?
No one reacted to the deepfake at all during the conversation. One respondent even 

asked to repeat this set, yet he continued and answered the question as the others did 
without noticing.

Only one respondent mentioned anything specific about deepfakes before the true 
nature of the experiment was revealed. This gives us a deepfake detection success rate of 
3.20%. 13 respondents mentioned a lower quality of this recording; however, we cannot 
consider this a successful identification of the deepfake set.

Finally, a third of the respondents told us after the experiment or in their text responses 
in the questionnaire that the possibility of a fraudulent recording did not occur to them 
during the interview, and they focused primarily on the content and the correct answer, 

Table 4  RQ2 summary

Identify deepfake set

Marked 96.80%

Correctly identify 83.90%

Justification for identification

Different from the others 54.80%

Lower quality than others 29%

Deepfake sign 22.60%

I've never heard of
them
I've heard of them
before
I'm actively
interested in them

16.1%19.4%

64.5%

(a) Proportion of deepfake knowledge groups.

Internet
Not met
Just heard about them
Creates himself
Social Networks

19.4%

16.1%

25.8%

19.4%

19.4%

(b) Proportion of deepfake knowledge sources.

Fig. 4  Awareness of deepfake technology of the participants

Table 5  RQ3 summary

Heard of deepfakes

Heard of them 64.50%

Actively interested 19.40%

Never heard of them 16.10%

Where they heard about them

Social media 25.80%

Internet 19.40%

Not specify 19.40%

Create them themselves 19.40%

Never heard of them 16.10%
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stating that they considered the lower quality to be expected. These results are summa-
rised in Table 3.

RQ2: Are humans able to detect a deepfake recording among genuine ones?
After revealing that one of the sets is a deepfake, 83.90% of all respondents cor-

rectly identified this set. Respondents who marked the deepfake set and other options 
are not counted as successful. Counting these responses as successful would result in 
96.80% respondents identifying the deepfake set. Five out of the respondents (23.80%) 
incorrectly identified at least one genuine (bonafide) audio set as a deepfake. In addi-
tion, the only participant who did not identify the actual deepfake set incorrectly 
labelled the bonafide set as a deepfake.

54.80% of respondents justify selecting the deepfake set because it was different to 
others. The second most-stated reason was the lower quality compared to bonafide 
recordings, as mentioned by 29% of respondents. Finally, the third most-stated reason 
is the presence of typical deepfake artefacts, mentioned by 22.60% of respondents. 
These artefacts included slight distortion and glitches in the last word of the sentence. 
Some respondents gave a combination of stated reasons. These results are summa-
rised in Table 4.

RQ3: What is people’s awareness of deepfake technology?
Respondents had a choice of three options: 16.10% of respondents answered, “I’ve 

never heard of deepfakes”, 64.50% answered, “I’ve heard of deepfakes before”, and 19.40% 
answered, “I’m actively interested in deepfakes” as shown in Fig. 4a. Where they heard 
about deepfakes is variable but can still be classified into several groups, and more than a 
quarter of people (25.80%) said that they heard about deepfakes on social media, mainly 
in some informative videos, articles, etc. One respondent said they had encountered 
deepfake videos of politicians on TikTok. Consistently, 19.40% of people wrote that they 
heard about them on the internet, nothing more specific, or that they heard about them 
and did not specify where or tried to create them themselves, which were mainly people 
in the IT environment. The reported sources of deepfake awareness are shown in Fig. 4b. 
In summary, 83.90% of the participants have at least heard of deepfakes, mainly from 
social media and informative videos. The responses are detailed in Table 5.
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Fig. 5  Responses to the question of how confident respondents are in detecting a deepfake, quantified by a 
number of respondents
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Respondents were also asked before and after the experiment how confident they 
were that they would detect voice deepfakes. They were asked to express this confidence 
on a scale of 1 (not confident) to 5 (extremely confident). The mean before the exper-
iment was 2.29, and 2.94 after. A total of 51.60% of respondents increased this value, 
while 45.20% did not change it, and only 3.20% decreased it, as shown in Fig. 5. Younger 
respondents mainly increased the value of their certainty. This may be due to their 
familiarity with technology and digital manipulation, a steeper learning curve, and the 
educational experience provided by the experiment. In addition, successfully identifying 
deepfakes during the experiment likely boosted their confidence, leading them to believe 
that detecting deepfakes will be easier in the future.

In addition, after completing the experiment, 74.20% of the respondents said they were 
surprised by the quality of today’s voice deepfake in the Czech language.

4.2 � Experiment two: influence of deepfake speech quality

The survey was conducted over two months, during which 85 participants (48 men, 37 
women) completed it. The majority of participants were university students specialising 
in technical fields. An online survey was employed for participant recruitment and dis-
seminated through our colleagues, friends, families, and faculty members. In addition, 
leveraging the student union facilitated broader reach, as one of the authors was a stu-
dent then. While a larger pool of individuals was invited to participate, 85 respondents 
ultimately completed the survey. This recruitment strategy ensured a wide distribution 
and maximised engagement within our accessible networks.

Table 6  Results on confirmed hypotheses

Hypothesis Mean [%] Median [%] SD [%] p-value Effect Size

H3 Men 93.70 94.50 4.98 < 0.001 2.08

Women 78.90 78.70 5.76

H5 Headphones 91.50 92.10 3.82 < 0.001 1.79

Speakers 81.40 80.70 4.99

H6 Deepfake awareness 91.80 92.20 3.39 < 0.001 2.63

No deepfake awaere-
ness 

67.00 66.70 8.95

H7 Believe 89.20 89.10 3.82 < 0.001 1.09

Don’t believe 82.80 82.10 5.41

Table 7  Results on rejected hypotheses

Hypothesis Mean [%] Median [%] SD [%] p-value Effect Size

H1 Women 77.20 76.30 6.49 < 0.001 – 2.18

Men 93.90 94.40 3.70

H2 Women 75.50 75.70 6.82 < 0.001 – 2.37

Men 94.10 94.40 3.46

H4 Native Czech - Czech 91.30 92.30 5.28 < 0.001 1.22

ative Slovak - Czech 84.30 84.40 3.93

H4 Native Slovak - Slovak 83.70 83.70 4.42 < 0.001 – 1.05

Native Czech - Slovak 91.70 92.30 5.65
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However, it is important to note that not every respondent reviewed each pair of 
recordings presented in the survey. We analysed the gathered data using the students’ 
T test. The analysis enabled us to confirm several hypotheses, as detailed in the results 
presented in Table 6.

H3: Men, compared to women, are more likely to detect deepfakes spoken by men.
H5: Headphones increase the human capability to detect deepfakes in comparison to 

device speakers.
H6: People who are aware of deepfakes are more likely to detect them than people who 

have never heard of deepfakes.
H7: People who think they can detect deepfakes are more likely to detect deepfakes than 

people who do not think they can detect deepfakes. 
As shown in Table 7, the following hypotheses were rejected as there is insufficient sig-

nificant evidence to support them according to the Student’s t test:
H1: Women are more likely to detect voice deepfakes than men.
H2: Women, compared to men, are more likely to detect deepfakes spoken by women.
H4: People are more likely to detect deepfakes in their native language. 
Finally, we were able to answer all the research questions:
RQ4: Is there a threshold in the deepfake quality rating score beyond which it is no 

longer possible to recognise deepfakes?
The results have shown that there seems to be no such threshold in the deepfake 

quality rating score. Every deepfake recording was correctly recognised at least once. 

Table 8  Quality ranges in each cluster

The numbers are rounded to two decimal points. The clusters are left as defined by the clustering algorithm, resulting in gaps 
between the intervals

Cluster Range [%] Deepfake 
recognition 
accuracy [%]

1 [20.05, 34.67] 88.20

2 [38.29, 52.58] 87.90

3 [53.08, 67.77] 86.50

4 [72.48, 84.81] 85.00

Fig. 6  Plots depicting the accuracy of deepfake detection by gender: Men’s accuracy is shown on the left, 
and women’s on the right. The X-axis indicates the percentage of correctly identified deepfakes, while dual 
Y-axis show the volume of accurately labelled recordings. The graphs employ orange (m) and blue (f ) to 
distinguish between recordings voiced by male and female speakers, respectively, sharing a common X axis 
but with separate Y axes for each gender’s count of correctly identified recordings



Page 18 of 25Malinka et al. EURASIP Journal on Image and Video Processing         (2024) 2024:24 

Therefore, no deepfake would present the boundary quality beyond which it was impos-
sible to recognise. However, this observation is closely tied to the synthesiser and 
experimental conditions used. Given the rapid advancements in technology since these 
experiments were conducted, it is likely that results would differ with a more powerful, 
state-of-the-art synthesiser.

RQ5: Are people more likely to detect deepfakes with lower score assigned using pro-
posed quality rating system?

As Table 8 shows, the quality of deepfake recordings is inversely proportional to the 
deepfake recognition accuracy. The higher the quality, the more challenging it is to rec-
ognise a deepfake.

RQ6: Are people able to detect voice deepfakes?
The results might be categorised into two main parts: one focusing on gender differ-

ences and the other on the impact of native language in deepfake recognition.
Our findings reveal that men are more proficient in identifying deepfakes than women. 

In the survey, 48 men (56%) and 37 women (44%) participated. Men recognised 93.90% of 
all deepfakes, while women identified 77.20%. Specifically, men detected 94.10% of deep-
fakes spoken by women and 93.70% spoken by men. Women had a 78.90% accuracy rate for 
deepfakes voiced by men and 75.50% for those voiced by women, as shown in figure Fig. 6.

Regarding native language, Czech speakers were more successful at detecting deepfakes 
than Slovak speakers. The survey included 51 Slovak native speakers and 34 Czech native 
speakers, with an additional two participants reporting other native languages, accounting 
for 60% Slovak and 40% Czech speakers, respectively. Czech natives demonstrated a 91.50% 
accuracy in deepfake detection, compared to the 84% accuracy of Slovak speakers. When 
evaluating deepfakes by the language spoken (Czech or Slovak), Czech natives showed 
91.30% accuracy for Czech-voiced and 91.70% for Slovak-voiced deepfakes. Slovak speak-
ers had an accuracy of 83.70% for Slovak-voiced and 84.30% for Czech-voiced deepfakes. 
These findings support the hypothesis that Czech native speakers are more adept at detect-
ing deepfakes in both languages, as illustrated in Fig. 7.

RQ7: How many people with previous knowledge of deepfakes can recognise deepfakes?

Fig. 7  Plots illustrating the proficiency of native Czech and Slovak speakers in identifying deepfakes, with 
Czech speakers’ results on the left and Slovak speakers’ on the right. The X-axis quantifies the percentage of 
recordings correctly identified. Two distinct colours, blue for Czech (cz) and orange for Slovak (sk) recordings, 
indicate the language of the recordings. Though these graphs share a common X axis, they feature separate 
Y axes to display the count of recordings correctly identified in each language by the respective groups of 
native Czech and Slovak speakers
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People who have already heard about deepfakes were more likely to detect deepfakes. 
Sixty-nine people claimed that they have heard about deepfakes before, which represents 
81.18% of all people. The 16 people, representing 18.82%, claimed they had never heard 
about deepfakes. The correctness of labelling the deepfakes by people who have heard 
about deepfakes is 91.80%. Conversely, the correctness of labelling the deepfakes by people 
who have not heard about deepfakes is 67%.

RQ8: Does the audio device impact human’s ability to recognise deepfakes?
The results suggest that the audio playback device impacts humans’ ability to recog-

nise deepfakes. Of all people, more than 52% were using headphones while listening to 
the recordings, 47% used a device’s speakers, and 1% (one person) used another, unspeci-
fied device. The accuracy of proper deepfake detection by people who used headphones is 
91.50%. The accuracy of deepfake detection by people who used speakers is 80.70%.

5 � Discussion
Related work evaluating human ability often reports more than 60% success rate. The 
success rate of deepfake detection in the first experiment is 3.20%, which is quite dif-
ferent. It is thus important to say that our approach is fundamentally different from the 
other works. Considering the case where respondents knew they were presented with 
deepfakes, the success rate of around 80% for both experiments confirms the related 
studies’ outcomes.

The results of this study revealed several intriguing insights. Notably, none of the par-
ticipants reacted to the deepfake audio during casual listening. However, when explicitly 
prompted to pinpoint the deepfake set, nearly all respondents successfully identified it. 
Many participants confessed that they hadn’t detected any anomalies upon first listen-
ing. This fundamental discovery has profound implications for educating the public. It 
suggests that the security risks associated with deepfakes are more extensive than ini-
tially anticipated, indicating significant vulnerabilities within modern society. Yet, when 
participants listened for a second time with the specific intent of identifying the deep-
fake, they could confidently discern the computer-generated voice. There may be several 
reasons for this, but we lean towards something similar to a psychological phenome-
non called The Monkey Business Illusion  [39], which states that if people focus on one 
thing, they are more prone to overlook another, in their opinion, less important things. 
In our case, it was the answers to the questions and the sound quality. People focused on 
the correct answers and ignored the difference in the voice recordings. However, they 
detected it easily when we told them to focus on quality and find the deepfake. These 
results thus demonstrate the crucial role the knowledge of deepfakes plays in their cor-
rect identification and that the education of the broad public on this topic is inevitable.

Moreover, we observe that our ability to recognise deepfakes is connected to the qual-
ity of consumed recordings. This goes hand in hand with the used playback device. The 
increasing quality of the playback device seems to boost our capacity to identify deep-
fake recordings. In the most favourable cases, we would have the information about pos-
sible deepfake exposure and proper playback devices to analyse the recording and make 
a decision. These findings directly apply to designing protection measures or internal 
processes to mitigate the possible damage.
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The prior experience with deepfakes is similar within both tested groups, meaning that 
the younger population of the Czech Republic has solid knowledge of deepfake technol-
ogy. Moreover, we can estimate that the awareness will drop with increasing age  [40]. 
It is thus essential to directly educate these vulnerable groups, such as older people, 
as vishing attacks or scams often target them. From the collected results, it is evident 
that prior experience plays a role in the ability to recognise deepfakes, which is also 
confirmed by other studies [28, 41]. Even though identifying factors that contribute to 
the correct identification of deepfake recordings led only to the differences in quality 
and deepfake-specific artefacts, it is evident that raising awareness is a reliable indirect 
means to improve the ability of the general public to recognise deepfakes.

It is also important to understand to what extent the general public understands deep-
fakes. As the results from the first experiments suggest, more than 75% of respondents 
were surprised by the current quality of deepfake speech. Out of the respondents who 
have at least heard of deepfakes, more than 58% were surprised by the quality. Finally, 
from the 16% of the respondents actively interested in deepfakes, 40% reported they 
were surprised by the quality. Moreover, these results align with our personal experience 
from lectures and demonstrations about deepfakes. Even people with previous knowl-
edge of deepfakes are often surprised by the quality and capability of state-of-the-art 
models. Awareness is thus a severe issue because knowing that deepfakes exist is very 
different from understanding their full potential. And without understanding their full 
potential, people may not expect to encounter them in the increasingly frequent attacks.

This study’s findings indicate notable differences in the ability to detect deepfake utter-
ances between genders, with women facing more challenges in this area than men. This 
observation opens up avenues for further research into how demographic factors influ-
ence the recognition of deepfakes and which demographic groups might be more sus-
ceptible to such deceptive practices. Understanding these dynamics could lead to more 
effective strategies for safeguarding vulnerable populations.

In addition, our analysis revealed a discrepancy in deepfake detection abilities between 
Czech and Slovak speakers, suggesting that Czech speakers were more adept at identify-
ing deepfakes. This difference prompts a broader hypothesis that specific linguistic com-
munities may possess varying levels of resilience or susceptibility to deepfake attacks. For 
instance, the French language, known for its rigorous pronunciation rules, might present 
a significant challenge for deepfake creators, as native French speakers may struggle to 
comprehend speech from non-native speakers  [42, 43]. Conversely, languages that are 
more lenient in pronunciation or have numerous dialects might be more susceptible to 
convincing deepfake impersonations. This aspect of our research highlights the poten-
tial impact of linguistic characteristics on the effectiveness of deepfake technologies and 
underscores the importance of tailored protective measures for different language com-
munities. Given these preliminary findings, further research is required to deepen our 
understanding of these phenomena and to develop more nuanced approaches to coun-
tering deepfake misinformation across diverse linguistic and demographic landscapes.

5.1 � Limitations

The primary issue with the first experiment was the quality of the deepfake recordings, 
which were attributed to background noise. Despite minimal noise and the recordings 
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being understandable when played on an iPhone 11, many participants reported that 
the noise significantly compromised the quality. This discrepancy in audio quality per-
ception likely stems from the variability in noise reduction capabilities across different 
playback devices. The most commonly reported problems by participants were related 
to the poor quality and presence of noise, with 13 respondents specifically mentioning 
reduced quality. This observation does not substantially limit the findings of our results 
but rather shows how deep the problem actually is. Using state-of-the-art models that 
are currently able to suppress these artefacts would make the results much less favour-
able for us humans.

In recent months, the field of speech synthesis has seen rapid advancements, signifi-
cantly improving the quality of synthesised speech. If cutting-edge technology were 
employed currently, we anticipate the findings would be notably more concerning.

Regarding the second experiment, including a more extensive and diverse group of 
participants would have been advantageous. Most participants were young individuals 
with a background in IT, a demographic presumably more adept at identifying deep-
fakes. Consequently, the performance of this group could be considered the upper 
bound of deepfake recognition capabilities, suggesting that outcomes from a more var-
ied sample might be even more concerning. Despite this, the comparison with other 
studies indicates that our participant sample was sufficiently representative, affirming 
the validity of our observations concerning the quality of deepfake speech.

6 � Improving human ability to detect deepfakes
The limited capability of humans to detect deepfakes accurately highlights the criti-
cal need to enhance this skill. In light of this, we propose several strategies grounded 
in existing research and our findings to bolster the ability of individuals to discern 
deepfakes.

Westerlund  [44] cites computer scientist Hao Li, who remarks, “This is developing 
more rapidly than I thought. Soon, it is going to get to the point where there is no way that 
we can actually detect [deepfakes] anymore, so we have to look at other types of solutions.“

Supporting this, evidence from prior studies and our research indicates that exposure 
to deepfakes can enhance the human capacity to identify them [28, 41]. Raising public 
awareness emerges as a broad yet impactful strategy to improve general proficiency in 
recognising deepfakes, with even basic demonstration materials proving beneficial.

However, it is important to acknowledge that not all studies agree on the impact of 
prior exposure to deepfakes on detection performance. For instance, Bray et al. [26] and 
Mai et al. [14] found that previous exposure to deepfakes did not significantly improve 
detection abilities. This discrepancy in findings highlights the issue’s complexity. It sug-
gests that the effectiveness of exposure may depend on various factors, such as the type 
and quality of deepfakes, the context of exposure, and individual differences in percep-
tual and cognitive abilities.

In addition, the concept of super-recognizers, individuals who excel in face recogni-
tion, suggests that detection abilities can vary significantly within the population  [45]. 
Auditory perception, abstraction skills, and overall perceptual and cognitive abili-
ties also play a crucial role in recognizing deepfakes. Therefore, while exposure and 
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awareness-raising are beneficial, the varying capabilities among individuals must be con-
sidered in strategies aimed at improving deepfake detection.

Given these mixed results, further research is necessary to understand the conditions 
under which exposure to deepfakes can enhance detection performance. It may be that 
certain types of training or exposure are more effective than others or that individual 
differences play a significant role in the ability to detect deepfakes. Thus, while pub-
lic awareness and exposure remain promising strategies, they should be implemented 
thoughtfully, considering the nuances highlighted by conflicting research findings.

Tahir et  al.  [23] significantly improved detection abilities by educating participants 
through illustrated deepfake videos, emphasising key points and analytical techniques. 
Transferring this educational approach to audio deepfakes requires identifying specific 
audio deepfake artefacts and instructing people on these markers using concrete exam-
ples. However, the challenge with audio media is notable; internet videos are generally of 
high quality, while audio media, such as phone calls or voice messages, often experience 
quality degradation due to transmission or recording methods, which could mistakenly 
be perceived as signs of deepfakes.

Our experiment revealed that participants initially focused on content, overlooking 
sound artefacts, and failed to detect the deepfake. Upon a second listening, with atten-
tion shifted to audio qualities, most could identify the deepfake. This suggests a dual-
listening strategy for deepfake detection: the first for content and the second for audio 
analysis.

Furthermore, we advocate for training in verification and caution. Given the increas-
ing sophistication of deepfakes, as noted by the FBI [46], adopting the SIFT method—
Stop, Investigate the source, Find trusted coverage, and Trace original content—can 
effectively counter disinformation. This strategy, coupled with scepticism towards online 
personas and the use of multi-factor authentication, enhances protection against deep-
fakes. Implementing simple validation steps, such as double authentication for sensitive 
transactions, can prevent spoofing attempts.

Considering each piece of information as potentially false until verified could also 
serve as a proactive defence against misinformation. This approach, akin to scepticism 
towards improbable claims from strangers, could reverse the current trend of credulity 
in online information.

Detection tools, as shown by Groh et al. [22], can aid in identifying fraudulent media. 
However, accessible, non-commercial tools for verifying media remain scarce.

To consolidate these strategies, we propose the creation of an educational platform 
offering:

•	 Demonstrations of deepfake technologies, misuse examples, vulnerabilities, and 
defensive measures.

•	 Interactive training for detecting synthetic media.
•	 Guidance on information verification and cautious engagement.
•	 An overview of detection tools, including usage tutorials.
•	 Resources and links for individuals impacted by deepfakes, such as www.​napis​nam.​

cz in the Czech Republic.
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A publicly accessible web application where users can explore tutorials, interact with 
deepfake technology, and learn about its implications could significantly bolster public 
resilience to these deceptions.

7 � Conclusions
This work has shown that the human ability to recognise voice deepfakes is not at a level 
we can trust. We have pointed out crucial factors that influence the human ability to rec-
ognise deepfakes, which significantly change the threat landscape and impacts of deep-
fake speech. The prior information about deepfake exposure substantially influences the 
recognition abilities. It is thus challenging for people to distinguish between real and 
fake voices if they are not expecting them. The human ability to detect deepfakes is influ-
enced mainly by the fact that people don’t think about the voice they are listening to, 
are used to poor-quality audio conversations, and focus primarily on the content of the 
message.

It is evident that people without knowledge of deepfakes cannot reliably identify deep-
fake recordings in conversation. Combined with the Czech and Slovak languages, we 
show this problem is general and poses a significant threat to society. Even less popular 
languages are threatened, as synthesising speech is no longer limited to English. Moreo-
ver, after revealing the presence of a deepfake set, most respondents could identify it. 
However, this identification was caused by a difference in audio quality or muffled sound 
compared to the bonafide sets. It is thus essential to address these imperfections in 
future and assess what role the audio quality plays in the detection process.

As suggested, the second factor influencing the human recognition of deepfakes is the 
quality of deepfake recording. It is apparent that our ability to distinguish bonafide from 
deepfake recordings degrades with increasing quality of deepfake speech.

Our results show that awareness of deepfake technology increases individuals’ ability 
to recognise deepfake recordings. It is thus vital to continuously raise public awareness 
and educate the broad public on the dangers of deepfake technology.
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ABSTRACT ICT security in the banking area is going through rapid changes. It is ten years since we
covered the state of e-banking security, and both authentication schemes and legislation has evolved. With
the Payment Services Directive (PSD2) for European Union coming into force, we believe it is a good time
to update our findings. PSD2 brings new requirements for multi-factor authentication, thus it is necessary
to revise compliance of currently used schemes. This work’s main contribution is an overview of current
authentication methods, their properties with respect to international standards, and their resistance against
attacks. We further discuss the multi-factor authentication schemes composed of those methods and their
compliance with the PSD2 requirements. In order to present the overview, we introduced the e-banking
attacks taxonomy, which is compatible with authenticator threats from NIST Digital Identity Guidelines but
has an increased level of detail with respect to the e-banking area. The available sources in this area are
usually either very broad, targeted on the business executive, or focus on one particular issue or attack in
greater detail. We believe our article can bridge such diverse sources by providing a comprehensive and
complex tool to help with orientation in the area.

INDEX TERMS Online banking, PSD2, authentication, multi-factor, cybersecurity, secure hardware.

I. INTRODUCTION
Ten years ago, we published a comparative study focused on
the security of e-banking [1], where we summarised basic
forms of electronic banking and widely used authentication
and authorisation methods. Given the drastic evolution of
the situation over the years, shift to mobile banking and
the emergence of new European directives that affect this
area, we believe it is an ideal time to update our find-
ings. Changes in user behaviour and used equipment directly
impact the security of the whole environment. For example,
by integrating smart banking into the smartphone, we are
losing a secure second channel used for SMS verification,
as opposed to the traditional web application e-banking per-
formed through a PC (i.e., second channel). Also, the ‘‘smart-
ness’’ of the devices brings new vectors of attacks as they can
be targeted by malware.
The goal of this paper is to present an overview of current

authentication methods, their relation to the most common
attacks on electronic banking and the level of protection they
can provide. With new requirements on two-factor authenti-
cation brought by the new European directive PSD2, we also
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approving it for publication was Weizhi Meng .

discuss possible combinations of authentication methods and
evaluate their usability and security properties.

A. PARADIGM SHIFT
The banking sector keeps going through continuous digital
evolution as the paradigms in the finance sector are shifting.
Ten years ago, we witnessed the transfer from in-person
banking to online e-banking, and this trend continues towards
mobile banking. Moreover, with the increase of accessi-
bility and digitisation of services, fully digital banking
emerged and, in such an environment, physical contact with
the customer is completely dropped in favour of digital
means.
SwissFinanceCouncil estimates that nearly 60% of retail

banking transactions worldwide go through mobile and
online channels [2]. This corresponds with reports from other
countries such as Brazil [3] as shown in Figure 1, where
digital channels carry out 63% of banking transactions (either
mobile or internet banking) and the share of mobile banking
is increasing every year. The shift towards mobile solutions
is apparent also in the Deloitte GMCS report, which claims
that according to the UK survey, a smartphone is a device of
preference when using banking services for the majority of
people [4].
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FIGURE 1. Composition of banking transactions in Brasil (in %) [3].

The popularity of mobile banking corresponds with
the adoption of smartphones and, as noted by Pew Research
Centre, ‘‘today, most people who own a mobile phone own
a smartphone’’ [5]. The users of basic cell phones, whichwere
targeted as 2nd factor for e-banking ten years ago, are rapidly
decreasing. Also, in advanced economies, only 18%of people
own a basic cell phone, as seen in Figure 2.
These changes bring not only increased comfort to

the users but impose new security challenges on the banks.
The worldwide spread of FinTech services as observed by
EY [6] brings further focus on using emerging technologies
to provide financial operations that rapidly expand the attack
surface. One of the most eminent new challenges is identity
verification in fully digital banking.
When facing these challenges, financial institutions were

forced to develop new mitigation techniques and update
the legacy ones. The identity and operation verification
shifted to enforce multi-factor authentication with various
factors. While the passwords and PIN codes are still broadly
used, authentication calculators were superseded by SMS

FIGURE 2. Mobile technology, internet, and social media use [% of
adults] [5].

codes, which are now replaced by newly established factors
such as digital tokens and biometrics. For payment card
operations, 3D Secure protocol [7] was introduced.
New legislation frameworks were developed to establish

interoperability and security across the financial sector and
updated to address emerging concerns. The international
standard addressing security is Payment Card Industry Data
Security Standard (PCI DSS [8]), while the European Union
introduced a significant change in approach with its Pay-
ment Services Directive version 2 (PSD2) [9]. PSD2 forces
financial institutions to publish interface to their data, effec-
tively allowing FinTech companies to work with it. To ensure
security, PSD2 dictates strong authentication andmulti-factor
authentication.

B. CONTRIBUTIONS
The main contribution of this paper lies in the security eval-
uation of authentication schemes composed of viable combi-
nations of authentication methods concerning the concurrent
standards - mostly the PSD2 directive of the European Union.
In order to perform this evaluation, we propose a specific
e-banking attacks taxonomy and define authentication prim-
itives and their security features.
All contributions of the paper can be summarised as

follows:

• We propose e-banking attacks taxonomy compatible
with authenticator threats from NIST Digital Identity
Guidelines, but with an increased level of detail with
respect to the e-banking area. In taxonomy, we describe
relevant attacks and trends in their occurrence. We look
in more detail at the two most common types of
attacks – phishing and malware.

• We present an overview of current authentication meth-
ods and their properties in the context of international
standards. We also benchmark their resistance against
attacks from taxonomy.
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• We introduce possible combinations of the multi-factor
authentication schemes composed of current authen-
tication methods and evaluate their compliance with
the newest standard available – the PSD2 directive of
the European Union.

• We address future trends and present open gaps.
• We provide up to date and comprehensive view of
e-banking security, enabling the reader to get an
overview of available options and their advantages and
disadvantages in the context of current international
regulations.

C. ORGANIZATION
The rest of the paper is organised as follows: In Section II,
we present e-banking attacks taxonomy with the description
of attacks, their impact and historical context. In greater
detail, we focus onmalware and phishing, which are currently
the most common. In Section III, we explain elementary
authentication primitives and their properties with respect to
the requirements from NIST and PSD2. To increase the detail
for the e-banking area, we have expanded the former cate-
gories into multiple subcategories and discuss their resistance
to attacks from our taxonomy. We discuss the usability of
multiple factors combination in the context of new PSD2
requirements in Section IV. Then, in SectionVwe summarize
related work. Finally, in Section VI, we conclude the paper.

II. ATTACKS ON E-BANKING SYSTEMS
This section presents an overview of the current attacks on
e-banking and their trends. We identify which attacks are
declining in their usage and which are emerging thanks to
the new technologies used nowadays and a shift in user
behaviour.

A. PROPOSED E-BANKING ATTACK TAXONOMY
E-banking security is a well-known research topic, and many
scientific papers and studies can be found (eg. [10]–[13] [14],
[15]). The main issue of these sources is that they often focus
on very specific attacks (mostly scientific papers) or broadly
cover the topic for business executives. Thus, we decided
to create a reference taxonomy, which can be used to ease
orientation in the broad spectrum of e-banking attacks.
The proposed e-banking attack taxonomy, shown in

Figure 3, defines four most common categories:

• Authentication and authorisation attacks – Goal of
attacker is to obtain valid user credentials (such as pass-
words, PINs, certificates etc.) for a specific service.

• Identity theft (identity stealing) – In these attacks,
the adversary attempts to misuse or take over someone’s
identity to enable various malicious behaviour.

• Communication attacks – Attacks that passively listen
to communication between two parties or actively trans-
parently participate in it.

• Attacks focused on bank – For the sake of comprehen-
sive overview, we add the category of attacks directly

targeting bank infrastructure and bank employees as
opposed to previous categories focusing on users (bank
clients) and their communication channels.
These attacks represent a high risk, high value for attack-
ers as successful attacks of this category can cause finan-
cial gain in hundreds of millions of dollars. However,
they are hard to carry out because banking infrastructure
protection usually uses state of the art technologies.
A deeper study of this category is beyond the scope of
this article.

The category list we propose is not exclusive by nature.
As some attack types may fall into various categories depend-
ing on the point of view used, the defined categories blend
seamlessly. We have subdivided every category into specific
attack techniques that fulfil themalicious goal of the category.
The full proposed taxonomy is displayed in Figure 3, and
the description of individual elements follows:

A-1 Authentication and Authorisation Attacks
The attacker’s goal is to obtain valid user credentials
(such as passwords, PINs, certificates, etc.) for a specific
service.

A-1.1 Password Guessing
Password guessing is an attack based on sys-
tematic guessing of a user password. There are
multiple approaches, such as a dictionary-based
attack, brute-force, or even attacks based on neural
network usage [16].
There are threemain approaches used for e-banking
attacks: first mentioned above, second uses guess-
ing of one high-quality password which is then used
on a large number of clients (because it is unfea-
sible to test a large number of passwords on one
user account). The third approach uses a password
obtained from other sources of leaked passwords.

A-1.2 Exhaustive Search
Known also as a brute force attack is based on
trying a large number (all) possible passwords or
secret values. This approach is not commonly used
in the banking environment due to the limited
attempts and difficulty of obtaining an encrypted
password file. However, it is viable to crack pass-
words from leaked credential databases or other
sources and use those against bank authentication.
Distributed high-performance computing can be
used to increase attack speed [17].

A-1.3 Phishing
Phishing tries to deceive the user by fraudulent
e-mail/webpage to steal credentials or other per-
sonal data [18]. Targeting the user as the weakest
link has proved to be a very dangerous and success-
ful technique.

A-1.4 Pharming
This technique is similar to phishing but usually
requires the assistance of malware or DNS spoof-
ing attacks which redirect users to fake sites with
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FIGURE 3. E-banking attacks taxonomy.

a similar appearance as original pages (bank pages
etc.) [19], [20].

A-1.5 Cross-Channel Attacks
These attacks usually target systems that use
multi-factor authentication (2FA), where the adver-
sary is forced to attack multiple channels simul-
taneously, e.g., a simultaneous attack on internet
connection and SMS messages. Attacking multiple
channels usually requires various methods, such as
a combination of social engineering and hacking.

A-1.6 Social Engineering
Social engineering is a way of manipulating people,
so they give up confidential information, which
includes passwords, bank information, or access to
a computer to install malicious software secretly.

A-1.7 Malware
Specialized malware that is designed for credential
stealing [21]. The most common class is the bank-
ing trojan which advertises itself as a useful appli-
cation while scraping credentials or supporting
other attacks in the background. Modern malware
is multi-purpose, and there is malware for both
computer and mobile OS’s.

A-1.8 AI Attacks
Attacks specialise exclusively on (biometric)
authentication, usually in the context of the ‘‘Know
Your Customer’’ (KYC) process, such as creating
fake samples to deceive voice and face recogni-
tion systems. Attackers can utilise an algorithm

class called generative adversarial network (GAN),
which is a class of machine learning algorithms
designed to generate artificial data with the same
statistics as the training set [22]. An example
of the exact use of GAN is false eye image
creation [23].

A-2 Identity Theft
The goal of the attacker is to misuse or take over some-
one’s identity to enable various malicious behaviours.

A-2.1 Physical Credential Stealing
Real-world theft of ID cards or creating counterfeit
documents with high value to criminals such as
passports, driver licenses, credit cards, bank state-
ments, tax statements, medicare cards and utility
bills.

A-2.2 Unauthorised Binding
Unauthorised Binding is a class of attacks aiming
to bind an adversarial authentication device (such
as HW token, SIM card or private key) to the vic-
tim’s account. Because of the common usage of
SMS codes as an out-of-band (oob) second factor,
the most relevant attacks are aimed at telecommu-
nication operators (telco). We provide examples of
two such attacks – SIM Swapping and SS7 attacks.
SIM Swapping is a technique for diverting telco
services (including calls and SMS) from victims’
mobile carrier account to a new SIM card con-
trolled by an adversary [24]. Similarly, SS7 attacks
divert telco services to an attacker, but those attacks
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follow the Man-in-the-middle (MITM) scheme
and abuse directly vulnerabilities in Signalling
System 7 (SS7) protocols used for public telephone
calls [25].

A-3 Communication Attacks
Attacks that passively listen to communication between
two parties or actively and transparently participate in it.

A-3.1 Eavesdropping
Passive listening to some communication that is
happening on a network of any kind without gen-
erating any activity – e.g., running a piece of
software on a network device, which is merely
saving all the data that has passed through it.
The collected data, either encrypted or unen-
crypted, is later analysed and can be further used
by the attacker [26]–[29].

A-3.2 Data Manipulation
In Data Manipulation, the adversary not only lis-
tens to communication but also actively modifies
the messages [30]–[32].

A-3.3 Man-In-The-Middle (MITM)
In Man-in-the-middle, the adversary hijacks
the whole communication channel and positions
themself in the middle of the communication in
order to gain access to the data the communicat-
ing parties wouldn’t reveal voluntarily [33], [34].
In encrypted communication, the adversary creates
encrypted channels to both communicating parties
and decrypts and re-encrypts all the messages [35].

A-3.4 Man-In-The-Browser (MITB)
The Man-in-the-Browser attack corresponds to
a Man-in-the-middle attack, but in this case,
the attacking malware is embedded within a web
browser [36].

A-4 Attacks Focused on Banks
Attacks targeting banking organisations with vari-
ous goals such as theft, data breach, disruption, and
espionage.

A-4.1 Insider Attacks
An insider threat is a security risk that origi-
nates within the targeted organisation. This doesn’t
mean that the actor must be a current employee
or officer in the organisation. It can be an out-
sider who positioned himself within an organisation
infrastructure [37].

A-4.2 SWIFT Attacks
SWIFT (Society for Worldwide Interbank Finan-
cial Telecommunications) is a bank-to-bank elec-
tronic messaging system that is the primary means
of communication for international wire transfers.
These attacks exploit vulnerabilities in the SWIFT
interface system allowing the attackers to gain con-
trol of the banks’ legitimate SWIFT credentials or
endpoint device [11]. This leads to sending fake
SWIFT funds transfer requests to other banks [38].

A-4.3 Social Engineering
As mentioned above (A-1.6), but with respect to
a different environment – focused on bank employ-
ees to disrupt trustworthy bank operations. The goal
is to convince a bank employee to perform an
illegitimate action, e.g. create a forged transaction,
reveal private information.

A-4.4 Malware
Specialised malware targeting the bank IT infras-
tructure [39]. Because banks are usually well
protected, this type of malware is usually a custom
made and highly sophisticated product of an organ-
ised group.

A-4.5 Ransomware
Ransomware is a category of malware able to
encrypt the user data and prevent the user from
accessing it, thus attacking the availability and
causing DoS [40]. The attacker then demands a ran-
som from the victim to restore access to the data
upon payment.

A-4.6 Server-side Attacks
Attacks launched directly from an attacker
(the client) to a listening service. Web application
attacks are dominant these days, as described by
OWASP [41] such as SQL injection, cross-site
scripting, broken authentication and session man-
agement etc. [42].

A-4.7 Denial-of-Service (DoS)
The DoS attack will send multiple requests to
the attacked web resource to exceed the website’s
capacity to handle multiple requests and prevent
the website from functioning correctly [43], [44].

The attack grouping in our taxonomy is compatible
with NIST ‘‘Digital Identity Guidelines’’ [45] and provides
a deeper focus on the e-banking area. Some NIST threat
groups are directly corresponding with attacks we have iden-
tified - Social Engineering, Eavesdropping andUnauthorised
Binding. For a deeper understanding, we name the password
attacks differently than NIST - we use the term Password
Guessing for Online Guessing and Exhaustive Search for
Offline Cracking. We consider Duplication a special case of
Theft and call the groupPhysical credential stealing. Because
Phishing and Pharming attacks have different implications
as pharming needs additional supporting malware, we have
decided to split them. We consider the groups Assertion
Manufacture or Modification and Endpoint Compromise too
general and divide them into more specific groups – Data
manipulation, Man-in-the-middle, Man-in-the-browser and
Malware. A special case is our group Cross-channel attacks,
which may correspond with both Eavesdropping and End-
point Compromise NIST groups depending on the execution
of the attack. We define a new group AI attacks (Artificial
Intelligence attacks) for novel attacks utilising AI to bypass
security defences (focused on biometric systems). Lastly,
we omit the Side Channel Attacks because the extraction
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of secrets from authenticator is for e-banking security in
principle the same as Physical credential stealing.

B. OVERALL TRENDS OF ATTACKS
To provide additional value and insight, we attempted to
include a recent trend for every attack identified, but this was
proven tricky due to the lack of consistent long-term data.
Available data from reports usually focus only on the most
relevant attacks in the selected time period. Thus, it is not
possible to create such trends for a wider range of attacks
over the years. Instead, we decided to present an excerpt of
findings, which we consider the most important:

• ‘‘Financial services firms fall victim to cybersecurity
attacks 300 times more frequently than businesses in
other industries’’ [10].

• ‘‘Attacks on this sector accounted for 17 percent of all
attacks in the top 10 attacked industries’’ [47].

• ‘‘Number of security incidents in this sector has tripled
in the past five years’’ [10].

• ‘‘Social engineering remains the number one threat
in breaching security defences, regardless of the matu-
rity and frequency of security awareness
campaigns’’ [48], [49].

• ‘‘Denial of service, social engineering, drive-by down-
loads and phishing to disseminate banking Trojans, and
malicious insiders remain the most prevalent attack
strategies’’ [10].

One of the reasons for the increasing number of attacks
is their availability and accessibility, even for people without
deep knowledge. Many attack tools, especially malware [50]
(even zero-day exploits) and phishing kits [51] are available
for purchase on dark web marketplaces [52].
Some attacks are very stable in time, and their evolu-

tion follows the development of countermeasures, such as
phishing andMan-In-the-Middle (MITM). On the other hand,
some are brand new, often enabled by new technologies, e.g.,
mobile malware orMan-In-The-Browser (MITB). Brand new
possibilities for attacks are introduced by the increased use
of Artificial Intelligence (AI) both in production systems
and attack tools. Even though AI attack surfaces are just
emerging, Accenture warns that security strategies have to
focus on strengthening their critical AI models. Those mod-
els are becoming more and more complex, which increases
the risk of an adversary discovering a particular behaviour of
the model leading to its exploitation [53].
In a historical context, we can also state some additional

trends. Because the risk of phishing and other forms of
social engineering is too high, the standalone password-based
authentication disappeared. The old generation of One-Time
Password (OTP) hardware tokens is quickly diminishing, and
because of PSD2, there is a trend in the decreasing number
of areas where SMS codes are still applicable for authenti-
cation, because in some cases (e.g., banking app and SMS
on the same smartphone) SMS no longer provides a secure
external channel. PKI has changed its role (user software

for endpoint authenticators was abandoned and replaced
by usage of TLS and some token authentication schemes).
We are also awaiting the spread of a new generation of
authentication tokens (based on Universal 2nd Factor – U2F,
using Trusted Execution Environment – TEE and wireless
communication via Bluetooth or NFC).
In the subsections II-C and II-D we focus on two main

attack areas, which we consider the most significant – phish-
ing and malware. The significance of these areas is supported
by IBM Threat Intelligence Index [47] and Organization of
American States (see Figure 4). Even though both are not new
in principle and have been used a decade ago, they have both
undergone a big evolution and are still the most serious threat
in the sector.

C. PHISHING STILL ON THE RISE
Since the first description of this concept in 1987, phish-
ing has become a well-known social engineering technique
for user data exfiltration. Even though the principle hasn’t
changed, phishing campaigns nowadays are more sophisti-
cated and subliminal than people only ten years ago could
imagine. In 2001 phishing campaigns started targeting online
payment systems, and its share has increased since. The graph
in Figure 5 describes the share of financial (and bank) phish-
ing out of all phishing e-mails detected by Kaspersky Labs.
The global reach of phishing attacks is also shown in a longi-
tudinal study by Thomas et al. [21].
The main development in financial phishing lies in the use

of advanced techniques to imitate official correspondence and
exploit user gullibility. Modern phishing e-mails are almost
indistinguishable from original e-mails thanks to flawless
translations, convincing information and carefully crafted
landing pages with nearly identical URLs, often with valid
HTTPS certificates. A special category of phishing called
‘‘spear phishing’’ keeps growing. Spear phishing campaigns
are strictly targeted at a single user or company, allowing
attackers even deeper impersonation of valid correspondence.
Spear phishing is used to target companies and their financial
departments or as a part of the deployment phase of Advanced
Persistent Threats [59].

D. MALWARE NEVER DISAPPEARED
Malware (compound of words malicious and software) is
a general term describing software developed with the intent
of harming and exploiting the user and his resources. Since
the first malware in 1971, it has undergone significant evo-
lution and remains a constant threat even in the financial
market.
Computer malware is a broad set of harmful software

targeting operating systems and desktop computer users.
Traditional categories are virus, worm, trojan, rootkit and
spyware, but modern malware blurs the differences between
them, so novel taxonomies based on behaviour have been
created [12], [13], [60].
Modern malware is usually a complex piece of soft-

ware able to launch or support multiple attacks, including
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FIGURE 4. Digital security events against banking entities in 2018 in Latin America and the Caribbean [46].

attacks on bank infrastructure, full user simulation or turning
the infected system into a remote-controlled bot. Moreover,
concurrent malware is often able to deliver additional mal-
ware as payload [14]. The development of novel malware
never ceases, as is demonstrated in Figure 6 and its detection
and mitigation is a never-ending process. We can also notice
that recently banking trojans and ransomware have gained
popularity, and thus the development of malware from those
categories is on the rise.
With the increased versatility and capabilities of mobile

phones emergedmalware tailored for mobile devices. At first,
its use was limited to sending or intercepting messages,
but with mobile operating systems (Android, iOS) mobile
malware skyrocketed with capabilities similar to computer
malware [61]. To describe differences in mobile financial
malware more in-depth, Kadir et al. suggest a taxonomy of
financial malware attacks [15].
Because of the popularity and openness of the Android OS,

it became a major target of mobile malware. Android banking
trojans are usually injected into a phone by malicious SMS,
URL or third-party app stores and installed as APK. Despite
all implemented countermeasures, they can also appear in the
official app store (Google Play). After installation, they set
themselves as a default SMS app or useAccessibility Services
to intercept messages (2FA bypass), display phishing screen
overlays for banking apps or extract information.
Even though iOS uses a closed ecosystem and APIs, which

limit the attack vector for malware at the cost of accessibil-
ity and auditability, it is not free of malware as well [62],
[63]. But the share of iOS malware is marginal compared
to Android because of the difficult spread (tightly controlled

FIGURE 5. Financial phishing share [54]–[58].

App Store) and smaller user base, especially in countries most
affected by mobile malware.
The evolution of banking malware led from personal com-

puters targeted malware in 2010 to mobile malware nowa-
days, thanks to the spread of smartphones and the increasing
use of mobile banking. Over the years, the number of people
affected by mobile banking malware has skyrocketed and
is now catching up with (and sometimes surpassing) com-
puter malware (see graph in Figure 7), so it must be taken
into consideration. Malware in general also evolved from
single-purpose tools to versatile pieces of code capable of
multiple attack scenarios and downloading additional mod-
ules or different malware.
In 2018 users affected by Android malware spiked, which

was causedmainly by three banking trojan families – Asacub,
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Agent and Svpeng [56]. The probable reason for this spread
is the novel use of DNS hijacking in Android attacks and
misuse of Accessibility Services giving the malware superior
possibilities.

FIGURE 6. Percentage of new (previously unobserved) code by
category [47].

III. AUTHENTICATION METHODS
This section contains an overview of elementary authentica-
tion primitives and their features. The defined primitives can
be used to build any authentication scheme and are compat-
ible with NIST Digital Identity Guidelines [45]. The main
contribution of this section lies in the overview of the sus-
ceptibility of authentication methods to attacks from the
presented taxonomy. Later we take a closer look at secure
hardware because of its importance for concurrent e-banking
authentication schemes.
The reader should gain a solid overview of authentication

primitives whose knowledge is required for a proper under-
standing of the following section in which we discuss prop-
erties of multi-factor authentication and thus combinations of
those primitives.

A. AUTHENTICATION PRIMITIVES
In this subsection, we describe the authentication primitives
used for user verification in ICT systems. Every authentica-
tion scheme can be seen as a combination or specific use of
those primitives. Nowadays, direct implementations of those
primitives (methods) are not considered inherently secure
and to achieve satisfiable security, modern authentication
schemes combine multiple methods.
In Table 1, for eight identified authentication primi-

tives, we observe four key characteristics (replay, MITM
and impersonation resistances and dynamic linking). These
characteristics were selected from requirements for authen-
tication methods by NIST [45] based on their relevance
to the e-banking area. Replay resistance is a fundamental
feature preventing an adversary from recording the authen-
tication process and replaying it at a later time, granting
him unauthorised access.Man-In-The-Middle resistance pre-
vents an adversary from positioning himself in the middle
of the authentication process and manipulating the data flow.
Under impersonation resistance we understand the verifiable

identity of the authenticating user and non-repudiation of
the authentication process. Lastly, we included dynamic link-
ing as one of the key requirements of the PSD2 standard,
which will be described later. It describes the ability to
use this method to authenticate individual transactions (as
opposed to authentication of the session).

FIGURE 7. Users attacked by banking malware [54]–[58].

The classic approach is utilisation of basic memorized
secret (P-MSC) such as static password or PIN code. Nowa-
days, we assume the usage of TLS for transport encryption,
but despite this, the method shows the weakest resistance
against various attacks and alternative authentication options
are actively researched [64]. The resistance was greatly
improved by facilitating some form of dynamic passwords,
and their first usage was in the form of look-up secrets
(P-LUS) represented by grid cards. A grid card contains
a matrix of random combinations of alphanumeric characters,
and the authentication is based on XY coordinate look-up
system [65]. Because of the limited usability as the user
was required to look up and construct the code himself, this
primitive was practically replaced by HW tokens and SMS
codes, where SMS codes are the most commonly used out-
of-band method (P-OOB).
Similarly, the direct cryptographic authentication (P-SCR

and P-MCR) based on public key infrastructure (PKI) never
spread even though it has superior security features. Mostly
because of the usability limits as it imposes the burden of
managing private keys on the user. The difference between
single-factor (P-SCR) and multi-factor (P-MCR) lies in
the former one keeping the key on the device accessing the
e-banking, while the latter keeps the key on a separate device,
such as a smart card, which improves not only security but
also usability as the key management is usually ensured by
the device vendor. The implementations of P-MCR, which
we find feasible in the near future, are payment cards, govern-
ment ID cards, U2F authenticators, and cryptographic smart
cards with asymmetric cryptography.
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TABLE 1. Overview of authentication primitives and their features.

The first dynamic password primitive that penetrated
the market wasmulti-factor OTP device (P-MFO) consisting
of various HW tokens generating one-time passwords (OTP).
The first generation of those OTP devices was HW tokens
with a display (often called ‘‘calculator’’) generating pass-
words that the user had to retype into e-banking. The fol-
lowing generations usually include some interface to ease
the password transfer, such as USB or wireless connections
(Bluetooth, NFC) or standard chip payment card interface
(EMV). The EMV standard for the user and transaction
authentication in e-banking is used inMasterCard as the Chip
Authentication Program (CAP), while in VISA it is known as
Dynamic Passcode Authentication (DPA) [66]. Some tokens
lack the display, therefore the ability to show the details of an
operation undergoing, and such tokens provide authentication
based only on its presence.
The modern trend in OTPs is the usage of mobile

applications as dynamic password generator (DPG). This
approach simulates HW tokens in SW and often implements
a challenge-response protocol. In case this DPG is run as
a part of an e-banking application, we talk about a single-
factor OTP device (P-SFO). Much more frequented is a case
where this DPG is packed as a separate application, and if
we accept that the mobile operating system securely isolates
those applications, we can consider it a multi-factor OTP
despite running on one device. A special case of amulti-factor
OTP on one device is the utilisation of a secure enclave – a
special cryptographic chip dedicated to key management
and isolated from the rest of the system and thus even the
e-banking application. We describe the secure enclave in
detail in Section III-B.
With the spread of biometric sensors (such as fingerprint

readers, face, voice and retina recognition) the inherent fea-
tures of the user started to be used for authentication (P-BIO)

as well. The biggest problem of biometrics is uncertainty as
the biometrics compares the sensor data with a stored model
and returns binary result – verified / unverified – depend-
ing on whether the comparison exceeds a given threshold.
Because pure biometrics is not resistant against attacks such
as replay or MITM, it is usually used bundled with secure
key storage or as additional protection of other methods.
The main issue of using biometrics as the primary authen-
tication method is that biometric authentication gives local
information about successful authentication, but it is difficult
to transfer this information to the remote server securely.
Existing attempts to achieve secure transfer (called crypto
biometrics) are still not mature enough.
After we described the primitives, we take a deeper look at

the feasibility of attacks described against selected most fre-
quently used implementations of each authentication primi-
tive (Table 2), which we call authenticationmethods. It turned
out that the NIST requirements are not detailed enough for
the assessment of authentication methods in the banking
industry. Thus, we have to use more categories (linked to
the attacks categories in Figure 3) to describe authentication
mechanisms in full detail. It is essential to define the features
of individual primitives as later in Section IV we discuss
multi-factor authentication, and these features have a direct
impact on compounds. If a method is resistant to an attack,
then the multi-factor containing this method is resistant as
well. E.g., a multi-factor scheme has replay resistance if at
least one of the used factors has replay resistance.
In Table 2, we have examples of authentication methods

(and their primitives) in the rows and selected attacks in
the columns. The attack list is not complete because we
omitted the irrelevant attacks (such as the whole category
A–4 Attacks Focused on Banks) and merged attacks with
the same features (such as Social Engineering based attacks).

VOLUME 10, 2022 16689



K. Malinka et al.: E-Banking Security Study—10 Years Later

We put the check mark if the attack is viable and cross
mark for methods resistant to the attack. In case there are
some constraints affecting the attack feasibility, we evaluated
the most commonly used option and put the result in brackets.

B. SECURE HARDWARE AND ENCLAVE
Secure Hardware (also a trusted device) is a hardware module
equipped with a microprocessor containing some security
relevant data (keys) and algorithms for manipulating them
(see Figure 8). This specialised hardware ensures both logical
security by isolating such data from the system and hardware
security as these modules are designed to be tamper-proof.
The features of secure hardware can be utilised in several
ways:

1) Storage of data, which can be manipulated only in a spe-
cific way (e.g., counter with only decrease operation
allowed).

2) Storage of cryptographic private key allowing only
selected operations such as encryption and never reveal-
ing the key itself.

3) Operating System integrity, where thanks to secure boot
mechanism, secure hardware provides trust that the OS
(and its security functions like process separation) hasn’t
been tampered with.

Ten years ago, in our previous article [1] we stated: ‘‘Most
widely use of the trusted device is a smart card. Smart cards
offer very cheap implementation of one of the security con-
cepts, and this concept is called tamper-resistant hardware.’’
This statement is, obviously, not valid anymore. Nowadays,
secure hardware is present in personal computers as Trusted
Platform Module (TPM) chips and even in mobile devices as
Apple Secure Enclave or Android Keystore System.
With respect to online services, FIDO (Fast IDentity

Online) Alliance is the main driving force in the adoption
of these technologies. Their protocol FIDO2 [67] consisting
of W3C (World Wide Web Consortium) open web standard
WebAuthn [68] and CTAP2 is becoming the de facto stan-
dard for using secure hardware for authentication in a web
environment as it is implemented in all major browsers.
While older FIDO standards enabled either local biomet-
rics (FIDO UAF [69]) or Hardware Authentication Module
(FIDO U2F [70]) to be used as a second factor for web
services, FIDO2 includes support for both second factors
and can even be used as a single authentication factor for
passwordless authentication.
In general, the secure hardware can be implemented in

multiple ways, where some lost the status over time:

Personal Computer (PC) In the infancy of information
technology, PCswere considered a trusted device, which
protects the interests of the user. The massive spread of
malware and cyber-attacks destroyed this principle.
Smartcard Smartcard (electronic payment card or
electronic ID card) appears to be an almost ideal imple-
mentation of secure hardware. It is cheap, security-
hardened, provides cryptographic operations and is easy

FIGURE 8. High level hardware security module architecture.

to manipulate. The main issue is the lack of a user
interface requiring a special connector (either hardware
or radio) to utilise its features. An example of current
usage is CAP/DPA.
Cell phone Traditionally, the cell phone was used as
a secure device by utilising the SIM card either through
SIM Toolkit or SMS authentication. But SIM Toolkit
is scarcely used because of the limitations of SIM card
applications and SMS authentication does not comply
with new PSD2 factor independence requirements and
thus cannot be seen as the primary authentication mech-
anism in the future.
Hardware Authentication Token Traditionally, these
devices take the form of an ‘‘authentication calculator’’.
Despite the initial high price and lack of standardisation,
they overcame the problems and became the widespread
secure device. They declined in favour of SMS authenti-
cation but might see a comeback with a new generation
featuring wired or wireless interfaces.
Hardware Security Module (HSM) HSM is a separate
chip satisfying secure device requirements. It can be
added to a system to bring secure device features such as
key storage, cryptographic operations and true random
number generator. In PCs, it is usually represented by
TPM (although it serves mostly as the root of trust and
does not offer full HSM possibilities), and in smart-
phones there are options like Apple Secure Enclave
and Android Keystore System, which are discussed in
the next subsection.

The modern addition to the secure devices is Secure
Enclave which implements a trusted execution environ-
ment (TEE) concept, where an application is being run iso-
lated from the operating system and protected from outside
threats. A secure enclave guarantees confidentiality, integrity,
and security for the application running within it [71]. TEE
extends the concept of secure devices by allowing us to
run arbitrary operations (opposed to a very specific set of
operations in HSM) within the device while maintaining
a high level of trust and security. Examples of secure enclave
technology are Intel R© SGX and ARM TrustZone.

1) SECURE HARDWARE IN SMARTPHONES
Because modern banking trends focus on smartphones and
mobile banking, we describe the possibilities of smartphones

16690 VOLUME 10, 2022



K. Malinka et al.: E-Banking Security Study—10 Years Later
TA

B
LE

2.
Vi

ab
le

at
ta

ck
s

on
au

th
en

ti
ca

ti
on

m
et

ho
ds

.

VOLUME 10, 2022 16691



K. Malinka et al.: E-Banking Security Study—10 Years Later

in detail. As we have mentioned in the previous section, SIM
card use as a root of trust is becoming obsolete with SIM
Toolkit long gone and SMS being replaced by other means,
especially HSM seem to be a very promising candidate. Both
major smartphone OS’s include HSM support.
Apple Secure Enclave (ASE) is Apple’s implementation

of secure hardware, which (since the iPhone 5) is tightly
integrated into iOS due to Apple developing both the iOS
operating system and the iPhone hardware. It provides stan-
dard HSM features such as secure storage, random num-
ber generator and cryptographic operations (key generation,
encryption/decryption, and hashing). ASE extends those fea-
tures with person-to-device authentication using fingerprints,
face image or password, as well as secure communication
with corresponding sensors [72].
Android Keystore System (AKS) covers the secure hardware

in the Android operating system from Google and, unlike
ASE, is not bound to a specific HSM as different HW vendors
include various modules [73]. Depending on the module
provided, AKS supports different security assurance levels
starting with Secure Element, which can only store crypto-
graphic keys and is represented usually by SIM card or EMV
chip. More advanced phones offer true HSM chips not only
for key storage but they also include cryptographic operations
and random number generators. The most advanced approach
offers full TEE able to run custom applications in a secure
environment independent from the OS.

IV. MULTI-FACTOR AUTHENTICATION
Multi-factor authentication is a common technique to
increase the strength of the authentication process by combin-
ing multiple factors (methods). The resulting scheme inher-
its their properties (such as resilience to specific types of
attacks). The usual perception of these combinations must
be revised for the e-banking sector due to the new European
directives, which bring additional requirements. Thus, some
common combinations cease to be viable. The main contri-
bution of this section is our classification of authentication
schemes, which is compatible with both the NIST Digital
Identity Guidelines [45] and the EU PSD2 regulations [9].

A. PSD2 DIRECTIVE MOTIVATION
The security of authentication in internet banking applica-
tions is being pushed forward also by EU activities. The big
step came on September 14th, 2019, when the Regulatory
Technical Standards (RTS) of the Revised Payment Ser-
vice Directive (PSD2) started to be mandatory for the EU
banks [74]. The end of the migration period for PSD2 Strong
Customer Authentication is December 31th, 2020, but every
country can temporarily mitigate the effects by delaying
the enforcement.
The concepts enforced by PSD2 to the area of client

authentication are two factor authentication (with requested
factor independence), strong customer authentication (SCA)
and the dynamic linking of the authentication code
to the transaction’s beneficiary and amount. The next

requirement is cloning protection – the ability to withstand
memory cloning attacks.
For the sake of completeness, it should be added that as far

as regulatory technical standards for strong client authentica-
tion and common and secure open communication standards
are concerned, PSD2 is further complemented by Commis-
sion Delegated Regulation (EU) 2018/389 [75]. In addition
to security requirements, it specifies further technical details
such as auditability requirements, technology neutrality in
the implementation of authentication codes, interface quality
requirements, the use of open standards, but also defines
exceptions to strong authentication. The exceptions are usu-
ally determined by the type of transaction and the presence
of additional risk mitigation measures such as low-value
contactless payments at the point of sale, which also take into
account the maximum number of consecutive transactions.
From our point of view, the two main PSD2 require-

ments are the factor independence and SCA that together
form the requirements for multi-factor authentication (cov-
ered later in this section). But it is necessary to say that
the SCA requirement is stronger than the general requirement
for multi-factor authentication because SCA requires at least
two methods from the exact list of primitive categories and
not an arbitrary combination of methods. Cloning protection
is an additional security requirement, and dynamic linking
only allows usage for other purposes than pure authentication.

1) STRONG CUSTOMER AUTHENTICATION (SCA)
The term Strong Customer Authentication is defined in
the document Directive (EU) 2015/2366 of the European
Parliament and of the Council [9]. The definition in Article 4
– Definitions paragraph 30 states: ‘‘‘‘strong customer authen-
tication’’ means an authentication based on the use of two
or more elements categorised as knowledge (something only
the user knows), possession (something only the user pos-
sesses) and inherence (something the user is) that are inde-
pendent, in that the breach of one does not compromise
the reliability of the others, and is designed in such a way
as to protect the confidentiality of the authentication data.’’

2) FACTOR INDEPENDENCE
Furthermore, Article 9 - Independence of the elements of
Commission Delegated Regulation (EU) 2018/389 [75] sup-
plementing the same regulation defines that:
1. Payment service providers shall ensure that the use of

the elements of strong customer authentication referred
to in Articles 6, 7 and 8 is subject to measures which
ensure that, in terms of technology, algorithms and
parameters, the breach of one of the elements does not
compromise the reliability of the other elements.

2. Payment service providers shall adopt security mea-
sures, where any of the elements of strong customer
authentication or the authentication code itself is used
through a multi-purpose device, to mitigate the risk
which would result from that multi-purpose device being
compromised.
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3. For the purposes of paragraph 2, the mitigating mea-
sures shall include each of the following:
(a) the use of separated secure execution environments

through the software installed inside the multi-
purpose device;

(b) mechanisms to ensure that the software or device
has not been altered by the payer or by a third party;

(c) where alterations have taken place, mechanisms to
mitigate the consequences thereof.

3) CLONING PROTECTION
The additional requirements for authentication defined in
Article 7 - Requirements of the elements categorised as pos-
session of the same supplement are particularly relevant for
mobile devices. This article says that ‘‘ The use by the payer
of those elements shall be subject to measures designed to
prevent replication of the elements. [75]’’

4) DYNAMIC LINKING
The term dynamic linking is defined in Article 5 of the sup-
plement as well, and it states that payment transaction details
should be protected and tied to authentication:
1. Where payment service providers apply strong cus-

tomer authentication in accordance with Article 97(2)
of Directive (EU) 2015/2366, in addition to the require-
ments of Article 4 of this Regulation, they shall also
adopt security measures that meet each of the following
requirements:
(a) the payer is made aware of the amount of the pay-

ment transaction and of the payee;
(b) the authentication code generated is specific

to the amount of the payment transaction and
the payee agreed to by the payer when initiating
the transaction;

(c) the authentication code accepted by the payment
service provider corresponds to the original specific
amount of the payment transaction and to the iden-
tity of the payee agreed to by the payer;

(d) any change to the amount or the payee results
in the invalidation of the authentication code
generated.

The PSD2 requirements for Strong Customer Authenti-
cation and Factor independence make an urgent demand
for the new group of authentication mechanisms called
multi-factor authentication mechanisms. Thus, in the fol-
lowing section, we will prospect viable combinations of
authentication methods and how these combinations (called
authentication schemes) will meet the PSD2 requirements.

B. MULTI-FACTOR ASSESSMENT
In Table 3, we describe features of common combinations
of authentication methods. The reader’s main takeaway is
the quick overview of the possibilities and their features
with respect to the PSD2 requirements, which we con-
sider the most advanced in the e-banking area. The table

uses the same notation as previous tables, where checkmark
denotes that the combination of methods satisfies the require-
ment and cross mark that it doesn’t. If the mark is in brackets,
the assessment is not unambiguous, in which case we used
the more common rating and added the condition in the foot-
note. In case the feature can be enabled possible by some
additional adjustment of the basic scheme, we use ’Opt.’ as
in the optional feature.
For further ease of understanding, we state the category of

the given scheme as defined by Frederik Mennes in his SCA
requirement analysis [76]. There are four categories based on
the segregation of the factors:

1aa (one-app-authentication) describes the e-banking
apps with built-in authenticators

2aa (two-app-authentication) means both authentica-
tion and e-banking apps are separate apps

2da (two-device-authentication) extracts authentication
to a separate device

oob (out-of-band) uses a third party (such as telco ser-
vice) for authentication

C. TRENDS IN MULTI-FACTOR AUTHENTICATION
What we consider interesting is the continuous evolution
of a typical e-banking system, especially in the authentica-
tion and authorisation area. It moved from password-based
authentication, over HW tokens and SMS codes, to currently
used Dynamic passwords generated by mobile applications.
We can essentially divide authentication schemes into

four categories based on their viability. The first category,
we call it Schemes on retreat, contains an ever-growing
group of deprecated schemes used from the beginning of the
e-banking era. The schemes that declined in use but with
some adaptation or under special conditions can be used again
belong to the second category -Reincarnating schemes. Then,
described in Schemes still here with us, we have a group of
robust schemes which keep their properties over the span of
time. The last category contains the schemes based on novel
approaches, which are emerging in the e-banking area, and
we call them Schemes on the rise.

1) SCHEMES ON RETREAT
The classic method used in early authentication schemes was
password authentication. Because of the lack of resistance
against phishing and replay attacks, it was soon replaced.
The combination with PIN did not bring much improvement
as both are static, memorable secrets, but the combination
with Grid cards brings replay resistance and force the adver-
sary to recover (usually by phishing) a substantial part of
the grid card in order to perform an attack.
Later the usage of SMS codes used telecommunication ser-

vices for OTP delivery, which improved usability and shifted
the security from banks to the telco providers (attacks such as
SIMSwapping and SS7 attacks became relevant). The decline
of this scheme was brought by the spread of mobile banking
and the factor independence requirement of PSD2. If the user
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TABLE 3. PSD2 features of authentication methods and their combinations.

receives the SMS code on the same device where the mobile
banking is running, the malware can compromise both at
once, breaking the requirement.
These schemes by themselves cannot satisfy the SCA

requirements, but methods used in these schemes can be
combined to create more resilient schemes. Such an example

is the combination of SMS with a password which would
comply with the SCA.

2) REINCARNATING SCHEMES
A few years ago, the Hardware Tokens were the most spread
method for authentication. They represent the first true OTP
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systems, and as every code is unique and generated by a spe-
cially crafted single-purpose device, it provides very high
security. The tokens started declining because of the usability
constraints as they required users to carry an extra device
and manually transfer the generated code into the e-banking
system. Despite the fact that they were superseded by SMS
codes, the situation changes because, unlike SMS, they easily
satisfy the SCA requirements of PSD2, and the burden of
manual code transfer is overcome by the new generation of
HW Tokens with NFC/Bluetooth technologies. Furthermore,
the HW tokens are usually protected by passwords or biomet-
rics, which mitigate the risk of theft.

3) SCHEMES STILL HERE WITH US
The schemes based on PKImethod use the full power of mod-
ern cryptography directly, which make them very resilient.
The attempts of using those schemes have been present since
the beginning of e-banking, but overhead and lack of usabil-
ity for a common user prevented their spread. Nevertheless,
the PKI found its use in HWTokens and smart cards. The pri-
vate key is usually further protected by encryption and some
other factors such as passwords or biometrics.
The schemes based on PKI can be SCA compliant, but

they are strongly dependent on the usage because if used
incorrectly, they do not satisfy the factor independence.

4) SCHEMES ON THE RISE
The advances in technology enabled new methods to emerge.
The most apparent is the spread of Biometrics for authentica-
tion, which prevailed mostly in smartphones despite the fact
that standalone biometrics is not mature enough yet and
can thus be used only in combination with another method.
The common use of biometrics is strengthening the KYC pro-
cess for remote customer verification or device authorisation
when using a hardware token, a dynamic password generator
or secure enclave.
Secure Enclave is a relatively recent addition to the authen-

tication methods, which was briefly covered in Section III-B.
A secure enclave is usually protected by other authentication
methods (password, PIN or biometrics) and, apart from pro-
viding key storage and cryptographic operations, is used as
a root of trust and checks the integrity of operating systems
and applications. These integrity features are used to defend
the factor independence of standalone e-banking and authen-
tication apps.
The typical e-banking system nowadays utilises a mobile

application generating Dynamic passwords, which is usually
protected by either user password or biometrics if the smart-
phone supports it. In case this application is distinct from the
mobile banking application, andwe trust themobile operating
system to isolate contexts of different applications properly,
this approach satisfies factor independence condition and is
thus preferred by EU banks.
FIDO2 is the concurrent standard for including biomet-

rics and hardware tokens for online authentication. However,
despite its spread in fintech and other web services, the

adoption in e-banking is still in its infancy. Examples of banks
already including it are Bank of America1 (member of FIDO
Alliance) or Boursorama Banque.2

5) ADDITIONAL CLARIFICATION
In our work, we have described only two-factor combinations
and not the general multi-factor. We decided to narrow this
area for the sake of clarity and because multiple factors
are usually used chained, where one factor is strengthened
by another such as HW Token as a second factor further
protected by a PIN. Furthermore, multi-factor combinations
of third and higher order usually do not satisfy the factor inde-
pendence, and their security features require deeper analysis.
The class Integrated DPG protected by password is

the subject of research and discussions as it is unclear whether
a DPG included within mobile banking application satisfies
the SCA requirements [77]. To be considered SCA com-
pliant, such an application has to meet multiple conditions
such as secure device boot, secure checking of application
integrity to ensure the application hasn’t been tampered with
and strong protection against attacks from other applications.
In the now prevalent mobile environment, it is usually
required that the device is not rooted (or jailbroken), which
would allow full access to all application contents breaking
cloning protection and factor independence at once. The solu-
tion for the future is protecting the application against attacks
from the operating system by utilising secure hardware.

D. BROADER PERSPECTIVE
Our primary focus is on authentication methods and schemes.
However, there are many other methods to increase security
or, specifically in the e-banking area, to reduce the risk of
fraud. The output of these methods is usually a score rep-
resenting the level of the risk (which can be calculated by
combining multiple sources), so we consider them as risk
management tools. However, they cannot be used for authen-
tication on their own, nor in combination with another fac-
tor. One of the used principles is continuous authentication,
which constantly monitors selected parameters. For example,
it can enhance biometric authentication by continuous sample
evaluation (face is constantly scanned by a camera) or analyse
behavioural metrics such as user behavioural patterns (e.g.
payer/payee location, spending habits). In some cases (such
as low-risk transactions), an appropriate combination of score
sources could be sufficient to replace SCA in e-banking [75].
In a wider context, with the standardisation of authenti-

cation requirements under PSD2, the focus shifts on setting
up and consolidating e-identity (eID) systems because they
are seen as an important element of future payment systems.
It remains an open question what role banks should play
within these systems. In Europe, two different approaches can

1https://www.bankofamerica.com/security-center/online-mobile-
banking-privacy/usb-security-key/

2https://www.boursorama.com/aide-en-ligne/mon-espace-
client/identifiant-et-mot-de-passe/question/en-quoi-consiste-la-connexion-
par-cle-de-securite-sur-internet-5165516
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be distinguished – bank-driven eID, where banks are identity
providers (e.g. Norway, Sweden or the Czech Republic), and
government-driven eID, where banks are mere consumers
(e.g. Belgium and Estonia) [78]. Given the potential con-
solidation of eIDs, PSD2 SCA requirements (as well as
other requirements) may impact other e-services, so a thor-
ough evaluation of authentication methods will have wider
implications.

V. RELATED WORK
While there are many manuscripts dealing with e-banking
security, they usually either broadly cover the topic for busi-
ness executives [10], [79], focus on a narrow area (e.g.
specific types of systems [11], malware [12], [14], usabil-
ity [80]) or they are location specific (e.g. Switzerland [2],
Brazil [3], India [81], Nigeria [82]). On the other hand,
in the area of authentication, most of the literature cover gen-
eral problems [83]–[85]. This fragmentationmakes it difficult
to develop a coherent view of the current state of the art.
We have also found that a number of papers are outdated

and need to be revised to take into account new approaches
and regulations such as PSD2.
In related work, we focus on two main areas: attack

taxonomies and authentication methods used in e-banking.
We also add a third area where we briefly mention usability
aspects.

A. ATTACK TAXONOMY
Many works have addressed the classification of attacks in
the online environment. There are general overviews, such
as Authenticator Threat/Attack from NIST [45], but more
common are more narrowly focused taxonomies. Exam-
ples of such could be Android financial malware attack
taxonomy by Kadir et al. [15], banking trojans taxonomy
by Kiwia et al. [13], or phishing attacks classification by
Gupta et al. [86].
In our work, we introduce a high-level attack taxonomy tai-

lored specifically for e-banking (as opposed to NIST) while
covering the entire domain. We believe that this taxonomy
will provide a better understanding of the problem and will
comprehensively link existing narrowly focused classifica-
tions in the e-banking domain.

B. AUTHENTICATION METHODS IN E-BANKING
The available research in authentication methods in
e-banking lately consists of analysing solutions deployed
by selected banks and their features. We can see the great
variability of the area as virtually every bank develops its
authentication solutions independently.
Chaimaa et al. [87] recently published an overview of

e-banking services, summarising the available research,
based mostly on outdated papers (5 years old and more).
The grasp of this article is very superficial, while in contrast,
our article provides amore comprehensive and deeper insight.
Kiljan et al. conducted a survey about the usage of

authentication schemes in online banking [88] by actively

researching 80 banks across the world. They found that most
banks use passwords for single-factor authentication, while
PIN is used in multi-factor schemes. SMS has gained pop-
ularity, but they already argue about the security of con-
nected (online) possession factors. They mention behaviour
anomaly detection as a form of biometrics, but as this factor
is fully implemented in the backend, they have not been
able to verify its use. The conclusion is that the adoption
of multi-factor authentication has increased in all regions
except North America and that authentication and transaction
authorisation need to be unified across the banking area.
One of the main works in the e-banking authentication area

is a survey published by Sinigaglia et al. [89], which reviews
the EU regulations and strong authentication mechanism
implemented by 26 major EU and non-EU banks for their
online payment systems. The analysis is based on available
public bank documentation. One of their key findings is
a diversity of implementations which opens a large attack sur-
face and observation that mobile devices became privileged
targets and single point of failure.
Sinigaglia et al. further extend their work with a stronger

focus on multi-factor authentication [90] while distinguish-
ing between the internet and mobile payments. Again they
took a sample of EU and non-EU banks and evaluated
their multi-factor authentication with respect to the exist-
ing regulations and best practices, security, and complex-
ity. They conduct a comparison of available documents in
terms of requirements and analyse the applicability of seven
attacker models to identified authenticators. For all included
banks, they describe an overview of deployed authentication
protocols, their compliance, susceptibility to attacks, and
complexity.
In comparison with our work, due to frequent changes,

we neglect specific technical solutions and focus on general
authentication principles and their compliance with regula-
tions. Additionally, we also propose a complex e-banking
attack taxonomy and a more detailed analysis of authentica-
tions mechanisms vulnerabilities.

C. USABILITY
The usability of authentication methods and other e-banking
solutions is an important parameter for user adoption.
Although we do not address this topic in our paper,
we consider it important for a comprehensive understand-
ing of the context. We selected two papers to demonstrate
the acceptability of more complex multi-factor authentication
solutions by the public.
MFA authentication has become more accepted by users,

as shown, for example, by Althobaiti and Mayhew [91].
They conducted a survey among 302 e-banking users and
concluded that users feel confident using tokens, which they
perceive as more secure.
Lyastani et al. [92] show that FIDO has a great poten-

tial for web user authentication due to its high usability,
which users consider more acceptable than password-based
authentication.
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VI. CONCLUSION
In the paper, we cover the state of the current e-banking
authentication area to enable the reader to have an easy
orientation in the problem. The existing materials usually
cover the general authenticationmechanisms and do not focus
on the e-banking specifics, or, on the other hand, are too
specific and detailed to provide a comprehensive overview.
Our paper suggests a taxonomy for attacks on e-banking com-
patible with general authentication taxonomy by NIST [45]
and a comprehensive overview of authentication schemes and
their resistance against those attack classes.
Because the Payment Services Directive 2 (PSD2) by

European Union brings important security requirements for
the banking area, which we find the most advanced in
the world, we discuss security features of authentication
schemes in the context of this standard. For every scheme,
we discuss the satisfaction of Strong Customer Authentica-
tion (SCA) as well as other essential features as described
in PSD2.
Moreover, we provide the reader with an informed dis-

cussion about trends in multi-factor authentication schemes
and conveniently group them into four classes depending
on their current usage and future prospects. We point out
unresolved issues, especially in the area of the feasibility of
mobile devices as a secure element.
The main contribution of the article is a comprehensive

overview of authentication schemes and their security eval-
uation. We emphasize viable combinations of authentication
methods concerning the concurrent standards, mainly PSD2.
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A B S T R A C T   

Deepfakes present an emerging threat in cyberspace. Recent developments in machine learning 
make deepfakes highly believable, and very difficult to differentiate between what is real and 
what is fake. Not only humans but also machines struggle to identify deepfakes. Current speaker 
and facial recognition systems might be easily fooled by carefully prepared synthetic media – 
deepfakes. We provide a detailed overview of the state-of-the-art deepfake creation and detection 
methods for selected visual and audio domains. In contrast to other deepfake surveys, we focus on 
the threats that deepfakes represent to biometrics systems (e.g., spoofing). We discuss both facial 
and speech deepfakes, and for each domain, we define deepfake categories and their differences. 
For each deepfake category, we provide an overview of available tools for creation, datasets, and 
detection methods. Our main contribution is a definition of attack vectors concerning the dif
ferences between categories and reported real-world attacks to evaluate each category’s threats to 
selected categories of biometrics systems.   

1. Introduction 

Deepfake is a term that denotes a subset of synthetic media. The term itself is a combination of words deep learning and fake. 
Deepfakes are created using deep neural networks, and they depict events that never happened to entertain, defame individuals, spread 
fake news, and others [18]. 

The constant advancements in machine learning make deepfake creation available for a broader spectrum of users. 
The simplest tools even feature a graphical user interface that lets inexperienced users create deepfakes [1–4]. 
In addition, deepfakes still grow in popularity. The publication counts significantly increased in the past years (see Fig. 1), as well as 

the popularity of the deepfake keyword in Google searches (see Fig. 2). The immense popularity and easy accessibility of deepfakes urge 
investigating what threats and impacts deepfakes might have on cyberspace, as society is still unsure. 

The currently known usages might be divided into two major categories by the usage intention: beneficial and malicious [72]. The 
beneficial usages find a place in entertainment, education, or even healthcare. For example, the visitors of the Dalí Museum in St. 
Petersburg, Florida, may interact with a deepfake persona of the painter himself [158]. Deepfake technology also made Val Kilmer 
speak again for a special appearance in the latest Top Gun movie [17]. 

The malicious usages, in contrast, include fake news, fraud, or identity theft. One of the latest examples that could have had a 
tremendous impact is the impersonation of the Ukrainian president in an appeal to surrender [103]. Another example involves fake 
social media profiles spreading fake news about the Belgian government plans [85]. 
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Finally, deepfakes might be used to spoof biometrics systems [73,244]. Both voice recognition and facial recognition systems are 
prone to be spoofed by synthetic media. Moreover, not every deepfake type might have the potential to be used against biometrics 
systems. 

Our survey focuses on the latest development of deepfakes in facial and speech domains. We divide facial deepfakes into categories 
according to the level of manipulation needed, and as an extra category, we incorporate face morphing. We divide speech deepfakes 
into categories according to voice transfer technology. For each category, technologies, tools, datasets, attack vectors, and detection 
methods are provided. The attack vectors propose how each of the presented deepfake categories might be misused. Additionally, we 
focus on identifying deepfake types that might be used to spoof face or voice biometrics systems. 

1.1. Motivation 

The primary motivation for creating this survey is the constant advancements in deepfake technology. The currently available 
surveys are becoming outdated. It is crucial for security-related researchers, developers, or operators to understand the attacker model: 
how deepfakes might be misused for illegitimate purposes. A second important factor is the quality of current deepfakes. Rapid de
velopments change the power of the attacker and the used technology from day to day. These facts emphasize the need to provide an 
update on technology. Additionally, access to the most up-to-date deepfake creation tools is essential for creating detection methods 
that can respond to state-of-the-art threats. Another important fact to consider is the effortless access to media suitable for deepfake 
creation. Social networks and similar platforms contain tremendous amounts of facial images, videos, or recordings. This empowers 
the attacker and significantly expands the possible attack vector scope. A more detailed discussion on media retrieval and the attack. 
vectors is further provided in Section 5.2. 

We also consider it essential to interconnect the facial and speech deepfake areas. Attacks exploiting combinations of these areas 
are starting to be executed, and the combination of fake video and audio makes the attack more powerful. It is thus viable to grasp how 
these combinations might be used and prevent this usage. 

Motivated by the stated facts, we publish this survey updating the existing surveys with the latest publications on the creation and 
detection of deepfakes. Moreover, we connect the latest publications with corresponding tools (implementations). Because of many 
existing works, it is often hard to connect current research results with existing tools implementing proposed methods. 

1.2. Literature collection and selection criteria 

This survey reviews existing research papers that focus on techniques for creating and detecting deepfake media in face and speech 
domains. A more detailed description of the approach and protocols employed for the review is given in Table 1. 

Fig. 1. Publication count by last years for keyword “deepfake” according to WoS. Source: https://www.webofscience.com/wos/woscc/summary/ 
894c369c-e777-4199-89f3-dea9078a35bd-6a94f062/relevance/1. 

Fig. 2. Trend in Google searches for deepfake queries. Retrieved from Google Trends: .https://trends.google.com/trends/explore?date=2016-01- 
01%202023-01-12&q=deepfake 
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1.3. Contributions 

The main contributions of this article might be summarized as follows. 

•We provide a united taxonomy for facial and speech deepfakes (see Fig. 3) and define differences between each category. The 
facial deepfakes are categorized according to the level of manipulation needed, and the speech deepfakes are according to the voice 
transfer technology.  

• We provide an overview of deepfake creation tools. We connect these tools with relevant research results, which usually come from 
different authors.  

• We provide an overview of the latest detection techniques.  
• We define attack vectors for each deepfake category. These attack vectors respect the differences in all deepfake categories and 

show the potential of each category to spoof biometrics systems. 

1.4. Document structure 

Related work is discussed in Section 2. The face deepfakes are discussed in Section 3. The speech deepfakes are discussed in Section 
4. Section 5 provides a discussion on the future of deepfakes and Section 6 summarizes all of the stated knowledge. 

2. Related work 

In this work, we overview the deepfake area from the security point of view. We use existing deepfake surveys through all domains, 
unite them, and supplement their results with the latest trends in each area. The style and content of this survey aim to provide a 

Table 1 
Literature collection protocol.  

Preparation protocol Description 

Purpose • To provide an update of existing surveys on the latest face and speech deepfake creation and detection technologies. 
• To demonstrate the current trends in deepfake creation and detection areas. 
• To connect face and speech deepfake areas and set a united taxonomy. 
• To identify the threats posed by deepfake media. 
• To connect existing academic publications with their implementations. 

Sources Google Scholar, IEEE explore, ACM Digital Library, Springer Link, and online sources for incident reports 
Query Following queries were used on the data sources above for the collection of publications: deepfakes/face synthesis/image synthesis/face 

morphing/face swap/facial reenactment/reenactment/face manipulation/text to speech/voice conversion/speech morphing/voice 
morphing/deepfake detection/face synthesis detection/image synthesis detection/face morphing detection/morphing detection/face 
swap detection/reenactment detection/face reenactment detection/face manipulation detection/deepfake speech detection 

Method Literature was categorized as follows:  
• Deepfake creation (including tools) methods based on the proposed taxonomy.  
• Deepfake detection methods based on the proposed deepfake taxonomy.  
• Deepfake creation tools (GitHub (GitLab) repositories, online tools).  
• Incident reports and online news reporting usage of deepfakes for malicious purposes.  
• Discussion on future developments, challenges, and limitations of the deepfake area. 

Inclusions and 
Exclusions 

Preference was given to peer-reviewed journal papers and conference proceedings articles published between and including 2021 and 
2023. In addition, articles from the archive literature were also taken into account to demonstrate evolution in discussed fields or settle 
common facts.  

Figure 3. Visualization of used united taxonomy of deepfakes. Categories are divided according to the domain and media type. For the facial 
domain, most of the categories fall under both media types. 
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unified overview and trends in the past years of the deepfake problems to security-related researchers and developers. To perform a 
security analysis focused on the deepfake resilience of biometrics authentication systems, it is necessary to have orientation in all 
deepfake types, their properties, tools for their creations, what threats they present, and methods for their detection. 

Tolosana et al. [267] provide a detailed overview of facial manipulation techniques and corresponding detection methods. The 
authors divided facial manipulations into categories according to the level of manipulation needed. These categories are 
well-established by the research community and have received the most attention in the last few years; we thus continue to use this 
categorization. 

The remaining facial deepfake categories are covered in surveys by Li et al. [168], Nguyen et al. [203], Kietzmann et al. [140], 
Verdoliva et al. [277], Malik et al. [185] or Rana et al. [230]. We especially point out Mirsky et al. [189], who gives a very detailed and 
technical description of the latest technologies used for deepfake creation and detection. These techniques are explained in-depth using 
visual aids such as graphs and schemes. The authors focus on the facial and human reenactment deepfakes. Moreover, the authors 
discuss the future development of deepfake technology and the possible impacts on human society. 

As a special category, facial morphing is covered in a survey by Venkatesh et al. [274]. The authors provide a detailed overview of 
face morphing techniques and detection mechanisms. Various aspects of the creation of morphed facial images are described and 
illustrated by the authors. Special attention is also given to state-of-the-art detection. 

Methods, emphasizing the reproducibility of the method’s benchmarks. Finally, the authors discuss future challenges and research 
directions in face morphing. 

Mohmmadi et al. [192], Sisman et al. [252], Machado et al. [183], and Yannis et al. [255] provides an overview of Voice Con
version (VC) systems and the principles behind VC. The authors present the mappings between source and target speakers, prominent 
evaluation approaches for VC performance, and finally, review different applications that use VC methods. 

Ultimately, Tabett et al. [256] provide an overview of former Text-to-Speech (TTS) techniques. Unfortunately, this survey is more 
than ten years old. The deepfakes in the facial domain are well discussed by various surveys. However, developments in the last two 
years remain unaddressed. Our survey thus provides an update of the latest developments in facial deepfakes to existing surveys. The 
speech domain seems to be even less explored and discussed. We thus provide an overview of the most recent publications and tools for 
all deepfake speech categories to address this issue. This survey poses as an update to the existing ones, where we summarize the latest 
developments in each category. Moreover, in contrast to the stated deepfake creation and detection surveys, our work examines the 
usability of different deepfake types to threaten society and biometrics systems. To the best of our knowledge, no other works provide 
an overview of deepfakes regarding these threats. In addition to other published surveys, we provide an overview of visual and speech 
deepfakes, discuss the potential misuse of each deepfake category, and provide an exhaustive list of tools for each category connected 
with corresponding academic publications. We consider the combination of facial and speech deepfakes as essential knowledge for 
future security practitioners or researchers. This combination increases the power of an attack, and we expect to see more such attacks 
soon. 

3. Face deepfakes 

This section discusses available deepfake creation techniques and their security impacts on facial recognition systems. We divide 
face deepfakes into five categories depending on the level of manipulation needed to create such a deepfake. From the highest level of 
manipulation to the lowest: face synthesis, face morphing, face swap, face reenactment and face manipulation. For each category, we 
provide a general overview of the latest technologies, available tools, and publicly accessible datasets, discuss potential attack vectors, 
and provide a detailed overview of detection methods and techniques. 

3.1. Face synthesis 

We define face synthesis as a process of synthesizing non-existing faces based on learned high-level attributes, such as pose or 
identity [136]. There are different applications of face synthesis. They range from synthesizing virtual characters in the film industry to 
providing a human-looking representation of computer agents to interact with their users. Moreover, face synthesis might be beneficial 
for face recognition applications to generate needed training data [314]. An example of an entirely fictional face synthesized by the 
StyleGAN2 model is shown in Fig. 4. 

3.1.1. Technologies 
The utter majority of algorithms and techniques for face synthesis utilize Generative Adversarial Networks (GANs) [295]. GAN is a 

generative framework first described by Goodfellow [84]. The network is composed of two networks that work against each other. 
GANs are successfully deployed to handle various image syntheses tasks, such as style transfer, image-to-image translation, and 
representation learning [62]. 

Numerous variations and tweaks exist to the used GAN backbones [106,162]. One of the most influential author groups in face 
synthesis is Karras et al. A series of publications propose and improve very well-known architecture StyleGAN [133–136]. In their 
latest work [134], they battle aliases that often leak to the generator network, which ultimately causes details in images to be locked to 
a specific image coordinate rather than the object surface. The authors thus suggest a change in architecture representing all signals as 
continuous. Since 2021, most approaches have used controllable GANs that allow the manipulation of the latent space, thus controlling 
the look of the final output. Liu et al. [174] propose to learn a linear sub-space that mimics the distribution of a target dataset in the 
latent space. This allows the generation of similar but new images to a chosen dataset. Additionally, Nguyen et al. [202] propose the 
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implementation of a quality code to the layers of StyleGAN2, which ultimately allows controlling the quality of synthesized faces, as in 
some scenarios, it is desirable to lower the final quality. 

The latest publications seem to focus on synthesizing faces based on sketches [301,309]. For example, Yadav et al. [301] combine 
attention for improved performance with cyclic-synthesize loss that currently provides the best image-to-image translation results. In 
contrast, Yoshikawa et al. [309] use a three-stage framework that utilizes auto-encoders. This setting allows the generation of more 
diverse images from one input sketch. 

3.1.2. Tools 
Face synthesis is quite a widespread utilization of GANs. Many tools from this area have been developed and published in the past 

three years (see Table 2). Most tools are simple, while some even feature an intuitive user interface. In addition, the remaining open- 
source tools are almost always supplied with pre-trained models that provide outputs of outstanding quality. In general, a meager 
knowledge is required to use the listed tools. This allows the broad public to access these tools and uses synthesized faces for malicious 
or beneficial purposes. 

3.1.3. Datasets 
The amount of available datasets containing synthetic faces is quite limited. However, existing datasets consist of a large number of 

images. Moreover, the easily accessible tools for face synthesis allow for the simple creation of novel datasets with outstanding quality 
and quantity of synthesized images. The publicly available datasets are listed in Table 3. 

3.1.4. Attack vector 
Bateman [18] suggests that synthesized facial images of non-existent people might be misused for creating synthetic social botnets. 

The synthesized image used as a profile picture improves the stealth of such a profile as it cannot be easily detected as a duplicate fake 
account by automated detectors. A report by Graphika Team [85] uncovers a cluster of inauthentic Twitter accounts that amplified, 
and sometimes created, articles that attacked the Belgian government’s recent plans to limit the access of “high-risk” suppliers to its 5G 
network. The plans were reportedly designed to limit the influence of Chinese firms. Similar misuses of synthetic images have been 
reported [32]. The other use of synthetically generated faces might be to provide anonymity to a user who is required to upload her or 
his photo into any system. These faces might also be used to make adverse identity claims, where the attacker claims that she or he is 

Table 2 
Face synthesis tools. Each line represents a different tool, the first column denotes the name and a publication, the second column link to the cor
responding tool, and the last column main features of the linked tool.  

Tool Link Main features 

CFSM [174] https://github.com/liuf1990/CFSM Allows generation of additional dataset samples. 
QC-StyleGAN [202] https://github.com/VinAIResearch/QC-StyleGAN Control over final image quality. 
clip2latent [216] https://github.com/justinpinkney/clip2latent Synthesizing images from text. 
StyleKD [292] https://github.com/xuguodong03/stylekd Reduces StyleGAN computational requirements. 
StyleGAN3 [134] https://github.com/NVlabs/stylegan3 Vastly improved quality. 
ProGAN [133] https://github.com/akanimax/pro_gan_pytorch Faster training and better quality. 
AdvFaces [62] https://github.com/ronny3050/AdvFaces Automatic generation of imperceptible perturbations. 
GLO [27] https://github.com/clvrai/Generative-Latent-Optimization- 

Tensorflow 
No unstable adversarial training dynamics. 

GAN Zoo https://github.com/facebookresearch/pytorch_GAN_zoo Standalone GAN toolbox. 
MMGeneration https://github.com/open-mmlab/mmgeneration A powerful toolkit curated by the community. 
EigenGAN [98] https://github.com/LynnHo/EigenGAN-Tensorflow Manipulation of output features. 
generated.photos https://generated.photos/face-generator Online, interactive and simple to use tool. 
thispersondoesnotexist [136] https://thispersondoesnotexist.com Online, simple tool with impressive quality.  

Fig. 4. Face synthesized using StyleGAN2 model [136]. Image retrieved from https://thispersondoesnotexist.com.  
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not enrolled in the system but should be. This might, for example, happen when enrolling for government social support. We estimate 
the threat posed to biometrics systems as low. 

3.1.5. Detection 
The latest synthetic face detection methods seem to exploit discrepancies in synthesized persons’ biological traits primarily. Guo 

et al. [91] propose a simple method that analyzes pupil shape. It thus seems that the GAN-generated persons have irregular pupil 
shapes. Guo et al. [92] also employ deep learning models to look for inconsistent eye components. Additionally, Hu et al. [107] look for 
inconsistent corneal specular highlights between two eyes. Simply put, the authors examine the position and orientation of light source 
reflections in both eyes as they tend to be inconsistent in synthesized images. Finally, Xue et al. [300] propose extracting physiological 
properties such as iris or pupils using deep learning. Similar to previous works, eye properties are used to detect synthesized faces. 

Current research seems to focus on more generalizable solutions as the detectors are model-specific, and the performance de
teriorates with different datasets or modifications to synthesized images. [92,300]. 

Despite the statements that the artifact-based methods will soon become ineffective because of the GAN developments that will 
remove artifacts from synthesized images [188,311], we still see several artifact-based methods published in the last year (2022) [39, 
76,280]. 

3.2. Face morphing 

Morphing is a special effect in motion pictures or animations that changes one image into another using a seamless transition. 
Morphing is often used to depict one person turning into another [69]. For the scope of this work, we understand morphing as a method 
to produce a facial image that is very similar to the face of one subject but also contains facial features of the second subject, as shown 
in Fig. 5. This process might be summarized into the following steps as proposed by Ferrara et al. [69].  

1. Both facial images are placed as separate layers in the same image and then are manually positioned to superimpose the eyes.  
2. Important facial features are marked on both faces.  
3. Sequence of frames showing the transition from one face to another is automatically generated.  
4. Final frame is selected from the animation based on the similarity score.  
5. Selected frame is retouched to look more realistic. 

Table 3 
Face synthesis datasets. Each line represents a different dataset, and 
footnotes contain links for datasets where the link is not explicitly 
provided in the publication.  

Name Fake Images 

non-curated imagesa NA 
PGGAN [133] 80,000 
iFakeFaceDB [200] 87,000 
TPDNEb 150,000 
generated.photosc 2,683,964 
TrueFace [26] 210,000 
PerceptionSyntheticFaces [156] 300 
FaceSynthetics [284] 100,000 
SFHQ [19] 425,000 
SPRITZ-PS [71] 1600  

a https://drive.google.com/drive/folders/1j6uZ_ 
a6zci0HyKZdpDq9kSa8VihtEPCpbhttps://www.kaggle.com/ 
potatohd404/tpdne-60k-128x128/version/2. 

c https://generated.photos/datasets. 

Fig. 5. An example of face morphing [274]. Left and right-most images show the original subjects, often referred to as con artists and accomplices. 
The middle image shows the result of morphing both subjects. 
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3.2.1. Technologies 
Face morphing might be divided into two categories as proposed by Venkatesh et al. [274]: landmark based and deeplearning 

based. In recent years, primarily deep-learning-based solutions have been published. This approach utilizes Generative Adversarial 
Networks (GANs). The GAN synthesizes the morphed face more accurately by sampling two facial images in latent space. One of the 
latest standalone morph creation solutions is MIPGAN [315], which is a modification to StyleGAN with a reworked loss function and 
added identity factor. Finally, Moser et al. [194] propose using AutoEncoder architecture with multiple decoders for each identity to 
generate morphs. In addition, the most recent work that reports morph creation uses a landmark-based approach with the OpenCV 
library [115]. 

From the literature overview, it is apparent that the current research is focused on developing novel detection methods rather than 
methods for morph creation. 

3.2.2. Tools 
Recently, numerous tools were published for face morphing. Table 4 shows the combination of open-source and freeware tools. 

Similarly to the face synthesis tools, a wide range of easy-to-use tools exist that allow non-experienced users to use them. The morphing 
process thus essentially consists of only uploading (providing) two suitable facial images. Additionally, photo or video editing soft
ware, such as GNU Image Manipulation Program (GIMP) with GIMP Animation Package extension or Adobe After Effects, allows for 
the manual creation of morphed images. However, such manual approaches cannot be considered deepfakes. We list them only for the 
sake of completeness. 

3.2.3. Datasets 
An extensive amount of datasets containing morphed facial images exist. Unfortunately, the majority of datasets are not publicly 

available. Most recently, the focus on dataset creation seems to be given to different modifications and perturbations of morphed 
images to better assess new detection methods’ robustness. Table 5 provides an overview of existing datasets. 

Table 4 
Face morphing tools overview. Each line represents a different morphing tool; the first column denotes the name, the second column links to the tool, 
and the last column is an interesting tool feature.  

Name Link Feature 

Sarkar et al. [240] https://gitlab.idiap.ch/bob/bob.paper.icassp2022_morph_generate Multiple morphing tools in one. 
MIPGAN [315] https://github.com/ZHYYYYYYYYYYYY/MIPGAN-face-morphing- 

algorithm 
High-quality morphs generation. 

MorphSG2 https://gitlab.idiap.ch/bob/bob.morph.sg2 StyleGAN2 based generator. 
FaceMorpher http://alyssaq.github.io/face_morpher/index.html Available as a Python package. 
3Dthis https://3dthis.com/morph.htm Simple online interactive tool. 
Face-Morphing https://github.com/Azmarie/Face-Morphing Automatic face morphing. 
Face Morphing https://github.com/cirbuk/face-morphing Video face morphing. 
WebMorp https://webmorph.org/ Free online morphing tool. 
JPsychoMorph https://cherry.dcs.aber.ac.uk/trac/wiki/jpsychomorph Averaging, blending or exaggerating differences between facial 

images. 
MorphAnalyser https://cherry.dcs.aber.ac.uk/trac/wiki/MorphAnalyser 3D facial modelling. 
FantaMorph https://www.fantamorph.com/ Commercially developed software. 
FotoMorph https://fotomorph.informer.com/ Free standalone application.  

Table 5 
Face morphing datasets. Each line represents a different dataset; the first column denotes the 
author, the second size (if available), and the last if the dataset is publicly available.  

Author Size Public 

Ferrara et al. [69] 14 no 
Kramer et al. [152] 60 upon request 
Ferrara et al. [70] 80 no 
Scherhag et al. [241] 231 no 
Makrushin et al. [184] 326 no 
Raghavendra et al. [224] 450 no 
Venkatesh et al. [275] 1500 no 
Raghavendra et al. [225] 2518 no 
Raja et al. [226] 5748 yes 
Seibold et al. [242] 9000 no 
Venkatesh et al. [273] 14,305 no 
Peng et al. [213] 59,344 yes 
Damer et al. [56] 80,000 yes 
Sarkar et al. [240] N/A yes 
Dunstone et al. [65] N/A upon request  
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3.2.4. Attack vector 
Face morphing presents a real and serious threat to face recognition systems. The most severe threat is posed to the airports’ 

Automatic Border Control systems. Since 2002, the face has been selected as the primary globally interoperable biometric trait for 
machine-operated identity verification in electronically Machine Readable Travel Documents. The facial image for such a document 
might be provided in two ways depending on the issuer country: a) image is captured live with a high-end camera at the enrollment 
station, b) image is provided by the citizen printed on paper. The second way creates an opportunity to hand in a morphed facial image 
and to enroll that image into an official genuine identification document. Enrolling a morphed face into a document of this kind then 
allows both of the persons whose faces were used to create the morphed image to use that exact document [69,223,242,243]. 

Incidents involving morphed facial images in documents were already reported by Slovenian police [34]. These attacks were first 
observed in 2018. In 2021, the Slovenian police reported more than 40 incidents, which were provided as part of professional service to 
issue Slovenian passports to Albanians to allow them to travel to Canada. 

A recent study by Sarkar et al. [240] reveals that landmark-based morphs seem the most capable of fooling facial recognition 
systems. Moreover, it is apparent that the better the facial recognition system, the more it is prone to morphing attacks. 

3.2.5. Detection 
Detection methods are referred to as Morphing Attack Detection (MAD). The detection techniques are either single or differential 

image-based [274]. 
The single image-based methods detect morphing attacks based only on a single presented image. Hamza et al. [94] developed a 

method that uses deep learning to extract special features that are then used as input for the Support Vector Machine classifier. 
Venkatesh [276] proposes to combine multiple deep-CNNs for feature extraction and then use feature fusion to classify morphed 
images. 

Le-Bing et al. [317] propose to use Auto Encoders to denoise the images and then VGG19 for classification. Raja et al. [228] propose 
an end-to-end architecture based on the encoder-decoder network that examines the residuals of the morphing process. 

Long et al. [179] develop a lightweight solution that extracts patches from faces and classifies them. The probabilities are combined 
in the end into the ultimate result. Similar methods exploiting local features are proposed by Qin et al. [221]. 

Neto et al. [199] develop a novel feature that considers the existent identity information and uses ResNet-18 architecture for 
classification. Finally, Aghadie et al. [10] propose to exploit inconsistencies in the frequency content of morphed images. 

The differential image-based methods require the images to be captured in a trusted environment. These situations mainly refer to 
the border crossing scenario, where a morphed image is provided on the travel document, and a live image is captured simultaneously. 
Ramachandra and Li [229] propose to exploit the inconsistencies in the color scale-space of morphed and genuine images. Peng et al. 
[213] propose a method that identifies the attacker. A watchlist containing the biometric reference is used to identify morphed images 
and retrieve the original identities. Singh et al. [251] propose a fusion of features from two deep CNNs that are later classified using 
pair of Support Vector Machines. 

Generalization is predominantly a number one challenge in most of the publications [221,228,317]. To this extent, Spreeuwers 
et al. [254] examines the robustness of different approaches on different datasets and to modifications such as Gaussian noise. Raja 
et al. [227] propose further recommendations to improve generalization abilities. 

Additionally, in 2022, a MAD challenge was conducted to evaluate the advancements in the field [114]. The best detection model 
[118] was a single image-based approach using Convolutional Neural Networks with special tweaks to classification heads. 

In contrast to machine-based morph detection, we can find trials evaluating human abilities to differentiate between real and 
morphed images [83]. This is a critical and timely issue, as morphed images circulate in travel documents. Human detection abilities 
thus should be developed in addition to machine-based detection to improve security. 

3.3. Face swap 

Face swapping refers to a technique where a face from source photo is transferred onto a face in a target photo (Fig. 6 (a)). The 
result is desired to look realistic and unedited. For the scope of this work, we only refer to the one-to-one face-swapping paradigm. 
Moreover, we focus on the automatic face swapping (Fig. 6 (b)), instead of the manual one (Fig. 6 (c)) as the manual process is outside 
the deepfake categorization. 

Fig. 6. Face swap. a) The input image, b) The result of automatic face swap, c) The result of manual face swap.  
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Blanz et al. [24] brought up the first mention of face swapping in 2004. A few years after, automated techniques were described by 
Bitouk et al. [23]. The original purpose of those methods was to be used for privacy preservation. Face swapping can be used instead of 
blurring or pixelating faces in graphical materials. In contrast to the original intended usage, face-swapping is nowadays primarily 
used for entertainment purposes [207]. 

3.3.1. Technologies 
Former face-swapping methods utilized operations over 3D models [24] or 2D image-composition [23]. Current face-swapping 

methods utilize deep learning algorithms. In particular, GANs, Variational Auto-Encoders (VAEs), or CNNs are used to transfer 
facial expressions and motion patterns between persons in videos [249]. 

We can define a general pipeline for face swapping by generalizing the pipeline presented by Refs. [150,214].  

1. Extraction: Faces are extracted from the source and target data and then processed by face detection, face alignment, and face 
segmentation algorithms.  

2. Training: A model is trained to learn the correct way of transposing the source person’s face onto the target person’s head.  
3. Conversion: The source face gets transposed onto the target head, and the result is retouched to fit the target seamlessly. 

Various publications currently exist incorporating different neural network architectures and face-swapping process automation 
levels [60,78,260,328]. 

One of the most influential works in face-swapping was published by Perov et al. [214], who published a complete face-swapping 
framework utilizing the Encoder-Decoder architecture. Xu et al. [294] propose face swapping in a local-global manner. The method 
uses a Local Facial Region-Aware branch that augments local identity-relevant features and a Global Source Feature Adaptive branch 
that complements global identity-relevant cues. Li et al. [161] propose a special Attribute-Conditioned network that can preserve 
identity attributes even in low-resolution media. Kim et al. [143] develop a method that allows smooth identity embedding by 
employing a custom loss and promoting a smoother latent space. 

Numerous zero-shot and few-shot methods have been published [166,168,206,248]. This development allows for much easier 
access to face-swapping to the broad public than ever because of removing the requirements to train the network before using it. 

In addition, lightweight mobile face-swapping tools are being developed that address the demand for face-swapping applications in 
smartphones [296,310]. These methods are designed to work with limited resources with minimal impact on the final quality. 

A portion of the recently published works also examines the possibilities of disentangling the latent space to swap faces [166,294] 
Ultimately, modifications to GAN architectures, such as StyleGAN2, were proposed for face-swapping [175,305]. 

3.3.2. Tools 
The immersive popularity of face swapping sprung the development of many tools. One of the most influential tools is DeepFaceLab 

[214]. This tool implements a complete face-swapping pipeline, from processing input data to polishing the output visuals and 
extensive community, providing support and pre-trained models. An overview of currently available face-swapping tools is provided in 
Table 6. The general population searches for this technology. This may be seen on social media, where face-swapping apps have gone 
viral. The primary reason behind this popularity is entertainment – plain fun [186]. In contrast to other categories, face-swapping 
contains the largest number of smartphone/online and paid tools. However, many of these tools try to mitigate the potential 
misuse by design. For example, watermarking is used, or the users can only use a developer-managed set of photos and videos (mostly 
movie scenes). 

3.3.3. Datasets 
A vast amount of datasets containing face swap images or videos exist. Moreover, the majority of datasets are publicly available. 

However, a more detailed look at the contents often reveals a low quality of the face-swapped videos. Such media do not represent the 
current quality and power of the face-swapping tools. Thus, it would be beneficial. 

To review the existing datasets and propose an update to reflect the current possibilities better. Table 7 provides an overview of 
existing face swap datasets and their size. 

3.3.4. Attack vector 
Usage of face swapping to spoof biometrics systems overlaps with facial reenactment (Section 3.4). Face swapping provides re

sources for identity theft. An attacker can prepare videos or images of a selected individual and impersonate her or him [18,20,167]. 
This way, a facial biometrics system might be spoofed, even when interacting with the user is required, such as turning the head or 
looking in different directions. However, this ability is limited compared to facial reenactment, as the media must be prepared be
forehand. Face swapping, thus, better serves the purpose of defaming individuals or manipulating evidence rather than spoofing 
biometrics systems. 

3.3.5. Detection 
Face-swapping videos might be easier to detect than single images, as they contain temporal information. One of the possibilities is 

to exploit physical and physiological signals. These signals are not well captured in deepfake videos and may include spontaneous and 
involuntary physiological activities such as breathing, pulse, eye movement, or eye blinking. As these signals are often overlooked in 
the process of deepfake video creation, they are suitable to be used as indicators for detection [167]. The temporal information might 
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be used in other methods as proposed by Das et al. [58]. The face-swapped image detection approaches might be shared with the 
image-based video approaches or employ different methods for extracting artifacts or visual inconsistencies [20,82,120]. For example, 
Guan et al. [90] propose to extract a 3D mask of the individual and then look for the inconsistency of 3D facial shape and facial 
appearance created by the face-swapping tools. 

Hassani and Malik [96] propose to examine the camera-specific noiseprint to detect deepfake videos. This method is reported to 
deliver outstanding results while consuming a few resources. In addition, Hassani et al. [97] propose to exploit alternation traces 
photo-response profile by comparing challenge images with enrolment images. 

In contrast to the previously discussed methods, Zhao et al. [322] believe deepfake detection should not be modeled as a vanilla 
binary classification task but rather a fine-grained classification task. The difference between real and fake images is often subtle and 
local, and the binary classification cannot fully capture this difference. To this extent, the authors propose a multi-attention network 
architecture for deepfake detection. 

Ultimately, even in the face-swap area, the human ability to detect deepfakes begins to be evaluated. Nichols et al. [204] propose a 
methodological approach incorporating test procedures from sensory science for visual detection. The findings suggest that human 
detection ability is limited. 

3.4. Facial reenactment 

Facial reenactment is a photo-realistic facial re-animation of a target video with expressions of a source actor. This method was 
formerly proposed to provide the missing visual channel used in a scenario of a digital assistant. It is essential that these methods not 
only generate audio and visual information, but the audio has to be synced to the motions of generated human visual [263]. 

The usage of this technology is not limited to providing a human look for digital assistants. It can be used to create virtual avatars in 
teleconferencing or video production for dubbing [263]. 

The critical difference between facial reenactment and face-swapping (Section 3.3) is that facial reenactment generates an entirely 
new visual representation of an individual. However, the identity of the depicted individual remains intact. Face swapping modifies 
only the existing visual representation of an individual by replacing his face with a different person’s face. An example of reenactment 
is shown in Fig. 7. 

3.4.1. Technologies 
Facial reenactment technologies might be divided into three main categories, depending on the input and desired output [263]: 

Video-Driven Facial Reenactment, Audio-Driven Facial Animation and Audio-Driven Facial Reenactment. 
Video-Driven Facial Reenactment methods mainly rely on reconstructing a source and target face using a parametric face model. 

The target face is reenacted by replacing the expression parameters with ones from the source face [102,104,172]. Agrawal et al. [7] 
improve the reenactment results by using face mesh and face segmentation mask as priors for generation and using the audio 

Table 6 
Face swap tools. Each line represents a different tool. The first column denotes the name and publication, the second column link to the corresponding 
tool, and the last column is an interesting feature.  

Tool Link Features 

DeepFaceLab [214] https://github.com/iperov/DeepFaceLab Most advanced pipeline, large community of users providing 
help and models. 

MobileFSGAN [310] https://github.com/HoiM/MobileFSGAN Lightweight architecture for use in mobile devices. 
MobileFaceSwap [296] https://github.com/Seanseattle/MobileFaceSwap Real-time swapping and deployment to edge devices. 
FaceSwapper [166] https://github.com/liqi-casia/faceswapper One-shot face swapping. 
FSLD-HiRes [294] https://github.com/cnnlstm/fslsd_hires High resolution face-swapping. 
GHOST [87] https://github.com/ai-forever/ghost High-quality one-shot video or image face-swapping. 
Face Swap Live http://faceswaplive.com Real-time, for mobile devices. 
FaceSwapper https://faceswapper.ai/ Free online tool. 
FaceApp https://www.faceapp.com AI manipulation of facial images. 
Zao App https://zaodownload.com For mobile devices. 
Reface https://hey.reface.ai For mobile devices, closed set of curated target videos and 

images. 
Deepfakes Web https://deepfakesweb.com Online tool, “Responsible Deepfake Technology" 
Realistic-Neural-Talking- Head- 

Models [313] 
https://github.com/vincent-thevenin//Realistic-Neural- 
Talking-Head-Models 

Few-shot learning model. 

One-Shot Face Swapping on 
Megapixels [328] 

https://github.com/zyainfal/One-Shot-Face-Swapping- 
on-Megapixels 

1024 × 1024 resolution of result images. 

SimSwap [43] https://github.com/neuralchen/SimSwap Arbitrary source to arbitrary target swap. 
FaceShifter [164] https://github.com/mindslab-ai/faceshifter High fidelity and occlusion aware framework. 
FSGAN [205,206] https://github.com/YuvalNirkin/fsgan Subject agnostic, can be applied to a pair of faces unseen 

during training. 
Deepfakes https://github.com/deepfakes/faceswap Community and forums. 
FaceSwap https://github.com/MarekKowalski/FaceSwap/ Transposes faces to head captured by the device camera. 
Deep Alignment Net [151] https://github.com/MarekKowalski/ 

DeepAlignmentNetwork 
Uses entire face images, which allows handling faces with 
large variation in head pose.  
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information to more properly sync the lip movement. Bounareli et al. [29] decided to use existing and pre-trained GAN architecture 
and approach the reenactment by disentangling the latent code. This approach allows for quality reenactment in a one-shot setting. 
Xue et al. [297] propose to modify the face representation of GANs by using Projected Normalized Coordinate Code. This novel 
representation allows high-fidelity generation and identity preservation. Kong et al. [148] propose to use the prior information on 
facial motion to decompose the movement into two parts: pose and expression. This approach achieves more flexible movement 
control and does not suffer from losing identity information. 

One of the current challenges of facial reenactment tools is the proper representation of mouth opening. Predicting the inside of the 
mouth and teeth is challenging, so most available methods produce inconsistent results. This issue is addressed by Fu et al. [77], who 
propose to use a special geometry-aware encoder that extracts the teeth structure from the driving video. 

Audio-Driven Facial Animation does not focus on photo-realistic results but the prediction of facial motions [22,291]. Zhang et al. 
[318] propose a combination of networks to predict motion, pose, and expression, which is then mapped to a 3D space for the final 
render. 

Audio-Driven Facial Reenactment generates realistic videos in sync with the input audio stream [180,316]. Tripathy et al. [269] 
propose a self-supervised approach that extracts paired feature points from source and driving media and uses them to predict the 
movement. 

Finally, it is important to mention image-to-image reenactment. This category is posed aside from the previously mentioned, as it 
does not produce video results but still images. Hsu et al. [101] construct a model that uses two generator networks, one for 
shape-preserving and the second for reenactment. For the same task, Hu et al. [105] propose a modified GAN architecture that uses 
generative landmark coordinates to estimate reenacted landmark coordinates for the driving image, excluding the original identity. 
This allows for better identity transfer. 

Table 7 
Face swap datasets. Each line represents a different dataset. The first column denotes the dataset name 
or author, and the second column size of the dataset.  

Name Content 

DSI-1 [61] 25 deepfake images 
DSO-1 [61] 100 forged images 
Zhou et al. [323] 1005 deepfake images 
FakeAVCeleb [138] 500 deepfake videos 
Korshunov and Marcel [149] 620 deepfake videos 
DFGC-21 [212] 17,000 deepfake images 
MFC Datasets [89] 50,000 deepfake images and 500 deepfake videos 
WildDeepfake [330] 707 deepfake videos 
VideoForensicsHQ [74] 1737 deepfake videos 
FaceForensics++ [235] 1.8 million deepfake images from 4000 videos 
DFDC Dataset [64] 124,000 deepfake videos 
Celeb-DF [169] 5369 deepfake videos 
CelebV-HQ [327] 35,666 deepfake videos 
DeeperForensics-1.0 [121] 11,000 deepfake videos 
GBDF [196] 10,000 deepfake videos 
ZoomDF [210] 400 deepfake videos 
FFIW [324] 10,000 deepfake videos 
KODF [155] 175,776 deepfake videos  

Fig. 7. An example of facial reenactment [264]. RGB-Input shows the input to the reenactment method (driving actor and target identity). The 
transfer shows 3D masks used for expression transfer for each identity of the input actors. The output video shows the output of the reenactment 
using the input identities shown in the example. 
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3.4.2. Tools 
The popularity of facial reenactment tools is smaller in comparison to face-swapping. This reflects in the availability of tools. The 

facial reenactment tools are listed in Table 8. All the tools exist just as open-source implementations with no special user interface 
provided. This places higher knowledge requirements on the users. However, with pre-trained models and extensive tutorials avail
able, this technology remains accessible to tech-savvy individuals. 

3.4.3. Datasets 
One dataset dedicated solely to facial reenactment deepfakes exists – DeepFake MNIST+ [110]. It consists of 10,000 facial ani

mation videos in ten different actions. Additionally, a portion of the FaceForensics dataset [236] contains reenacted videos (Face
Forensics++ dataset also contains reenacted videos; however, their content is the same). The dataset consists of 1004 unique YouTube 
videos modified by Face2Face [264]. Ultimately, the quality of available datasets is the same as for face-swapping (Section 3.3.3). 

3.4.4. Attack vector 
Reenacted videos might be primarily used for identity theft. The malicious video can portray an individual saying things she or he 

never did. This way, fake news can be spread, the reputation of an individual ruined, or fraud committed. We consider reenactment 
deepfakes to be the most harmful type as they allow complete impersonation using only one image of the victim. In combination with 
deepfake speech, extremely realistic media can be created. These. 

Deepfakes might be spread as fake news or in real-time scenarios such as videoconferencing. The possibilities and impacts of 
combining facial and speech deepfakes are further discussed in Section 5.2. 

This form of deepfakes might also pose severe threats to the Know Your Customer (KYC) process [233]. We need to undergo the 
KYC process in various applications developed for smartphones where our identity needs to be verified, i.e., gambling portals, in
surance portals, or banking applications. This might be done by taking a picture of a customer’s ID and then capturing the customer’s 
face with a smartphone camera. While the customer’s face is captured, they must move their head, follow a dot on the screen, or others. 
We can find numerous solutions implementing this scenario.1–5 This approach prevents an attacker from using a still image to get 
verified as another person. However, facial reenactment techniques might allow the attacker to overcome this kind of identity veri
fication. Unlike face-swapping, facial reenactment might currently be used in real time. An incident of this kind has already been 
reported from China, where two individuals used stolen facial images to create deepfake videos [28]. They used a special phone with a 
hijacked camera to trick the tax invoice system into accepting these premade deepfake identities. 

Another possibility of how to misuse reenactment is in child predator threat scenarios [32]. The predator hides his identity behind a 
virtual avatar that does not even need to represent any existing individual. Only a child’s face and voice are important. 

We might say that the reenactment is a suitable form of deepfakes to spoof face biometrics systems implementing challenge- 
response liveness detection mechanisms in real-time. 

Table 8 
Facial reenactment tools. Each line represents a different tool. The first column denotes the name and publication, the second column link to the 
corresponding implementation, and the last column special feature of the tool.  

Name Link Feature 

AVFR [7] http://cvit.iiit.ac.in/research/projects/cvit-projects/avfr Real-time interactive demo. 
FDGLS [29] https://github.com/StelaBou/stylegan_directions_face_ 

reenactment 
One-shot reeanctment. 

StyleMask [30] https://github.com/StelaBou/StyleMask High-quality results even in extreme poses. 
NeuralVoicePuppetry [263] https://github.com/miu200521358/ 

NeuralVoicePuppetryMMD 
Short target video sequence (2–3 min). 

Face2Face [264] https://github.com/datitran/face2face-demo Real-time using webcam. 
ATVGnet [40] https://github.com/lelechen63/ATVGnet Novel approach generating sharper and well-synchronized 

image. 
You said that? [52] https://github.com/joonson/yousaidthat Generation of videos with arbitrary person from the arbitrary 

audio input. 
Speech-Driven Animation 

[278] 
https://github.com/DinoMan/speech-driven-animation Generates final video only from a still image of the target person. 

First Order Model [249] https://github.com/AliaksandrSiarohin/first-order-model Unsupervised learning, not limited to face swapping. 
Articulated Animation [250] https://github.com/snap-research/articulated-animation Unsupervised learning, more animation types.  

1 https://getid.com/solutions/aml-and-kyc-compliance/  
2 https://kyc-chain.com/id-verification/  
3 https://get.cognitohq.com/kyc-know-your-customer/  
4 https://www.mobbeel.com/en/mobbscan-onboarding/  
5 https://www.bioid.com/identity-proofing-photoverify/ 
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3.4.5. Detection 
There are many similarities in detecting face-swapped media and facial reenacted ones. We thus discuss only the papers focused 

mainly on reenactment detection. 
As previously mentioned, one of the possibilities is to exploit visual artifacts. Only Kumar et al. [153] propose a multi-stream 

network that learns regional artifacts solely for reenactment detection. We et al. [286] further extend this architecture by adding 
global information to each part responsible for a local part. 

In contrast, Demir et al. [63] exploit biological signals by examining the eye and gaze features. Agrawal et al. [9] learn the 
movement and position of the head from an original video and use them to detect spoofs. Mittal et al. [190] exploit the emotional cues. 
Moreover, methods examining inconsistencies between mouth movement a spoken phoneme exist [8,326]. 

3.5. Face manipulation 

Face manipulation is a technique used to modify a specific part of a target’s face in an image or video. The identity of the target 
remains unchanged. The attacker can either add or remove features like facial hair, glasses, and others or change/transfer the head’s 
expressions, lighting, or pose [271]. The expression and pose transfers overlap with the facial reenactment (Section 3.4). Because of 
this overlap, we will primarily focus on the techniques for altering the appearance of an individual, such as a change of hair color, 
rather than the expression or the pose. 

3.5.1. Technologies 
The most used technologies are GANs or Variational Auto-Encoders (VAEs), which are tweaked on various aspects [141,177,246, 

247]. For example, Liu et al. [177] propose a modification to the GAN framework that allows the manipulation of faces in 3D space. 
StyleGAN is used to synthesize the manipulated faces. Similarly, Kwak et al. [154] propose a 3D-aware GAN architecture. Hou et al. 
[100] propose to use a knowledge network that controls the StyleGAN-based generator. This combination controls various facial 
attributes, including smiling, eyeglasses, gender, mustache, or hair color. 

In addition, Zhu et al. [329] propose a method for manipulation based on free-form text input from the user. The method combines 
the generative model space of StyleGAN and the text embedding space of CLIP [222]. Mapping the latent spaces of both tools allows 
manipulation based on a text prompt. 

3.5.2. Tools 
As mentioned in this section, we focus solely on the tools for appearance altering. The situation for face manipulation is similar to 

facial reenactment. The available tools are in the form of experimental implementations available as open-source tools. Again, no 
special tools with an intuitive user interface exist, increasing the entry knowledge needed. However, the availability of pre-trained 
models and tutorials enables tech-savvy individuals to access these tools. Table 9 provides an overview of available tools. 

3.5.3. Datasets 
There is an overlap between facial reenactment and face manipulation datasets. Most of the datasets containing facial reenactment 

deepfakes also contain manipulated faces. In addition, there is no distinct line between facial reenactment and face manipulation in 
terms of their exact definition. Table 10 provides an overview of available datasets and their sizes. 

3.5.4. Attack vector 
An attacker can manipulate specific attributes of her/himself and present the modified face to the biometrics system so that she/he 

is misclassified as someone else. This might be either achieved by tricking the system into classifying the attacker as a specific another 
person (impersonation) or arbitrary another person (dodging) [245]. This might be done by changing the hair color, adding facial hair, 
or removing tattoos from the individual’s face. We thus evaluate the threat posed to biometrics systems as moderate – higher than face 
synthesis but lower than face swapping or reenactment. 

Table 9 
Face manipulation tools. Each line represents a different tool. The first column denotes the name and publication, the second column link to the 
corresponding implementation, and the last column special feature of the tool.  

Tool Link Feature 

InterFaceGan [246, 
247] 

https://github.com/genforce/interfacegan Novel framework for semantic face editing by interpreting the latent semantics 
learned by GANs. 

SkinDeep https://github.com/vijishmadhavan/SkinDeep Removal of tattoos from images. 
StyleMapGAN [141] https://github.com/naver-ai/StyleMapGAN State-of-the-art results regarding local editing and image interpolation. 
GAIA [237] https://github.com/timsainb/GAIA Utilization of pixel-wise error function to minimalize blurriness. 
ELEGANT [290] https://github.com/Prinsphield/ELEGANT Transferring multiple face attributes by exchanging latent encodings. 
MGPE [88] https://github.com/cientgu/Mask_Guided_ 

Portrait_Editing 
Local manipulation, face and hair swapping. 

UCLT [67] https://github.com/endo-yuki-t/ 
UserControllableLT 

Allows multiple manipulations based on mouse input. 

SURF-GAN [154] https://github.com/jgkwak95/surf-gan Users can control different facial and camera parameters.  
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Such manipulated media might also be submitted to the court as evidence. This way, the attacker might disguise her/himself in 
video or image evidence to evade justice. Moreover, the attacker might tamper with the evidence to accuse an innocent person falsely. 

3.5.5. Detection 
Facial manipulation detection might be generally divided into two classes: data driven methods and handcrafted feature-based 

methods [293]. 
Data-driven methods use the classification abilities of neural networks. Afchar et al. [6] utilize CNNs with a small number of layers 

and focus on the mesoscopic properties of images. Rössler et al. [235] propose custom network architecture XceptionNet. Guo et al. 
[93] propose an adaptive residual extraction network that exploits the tampering artifacts. 

Handcrafted feature-based methods aim to detect the affected regions of the manipulated faces [57,178,323]. Nataraj et al. [197] 
use the color co-occurrence matrix as input for a neural network. Bappy et al. [16] propose using joint pixel-wise segmentation of 
manipulated regions as input for CNN, and Li et al. [165] propose using novel image representation called face X-ray. 

4. Speech deepfakes 

There are two main methods for creating deepfake speech: text-to-speech synthesis (TTS) and voice conversion (VC) [282]. The 
main difference is in the input data. As the name suggests, TTS consumes written text as input and produces synthesized speech that 
sounds like a particular individual. In contrast, VC consumes a source voice saying desired phrase and a target voice and outputs the 
source phrase spoken by the target voice [198]. 

The following sections discuss mentioned speech synthesis approaches. In addition, speech morphing is discussed as a relatively 
unknown means of deepfake speech creation. An overview of currently used technologies, tools, available datasets, and attack vectors 
for each category is discussed. Finally, we provide an overview of deepfake speech detection methods. We provide this overview as a 
whole, not for each category individually, as there seems to be no special dedication of detection methods to the specific deepfake 
speech types. 

4.1. Text-to-speech synthesis 

Text-to-speech (TTS) synthesis is a process of generating speech from written text [262]. This process aims to synthesize speech that 
is not only easily understandable but also indistinguishable from the speech spoken by humans [256]. This technique finds a place in 
providing computer-human interfaces for smart assistants or navigation systems. 

4.1.1. Technologies 
The most used approach to text-to-speech synthesis nowadays is concatenative synthesis. Speech is generated by concatenating 

small, prerecorded speech units into the final utterance. The concatenative approaches are often called corpus-based speech synthesis 
[181,256]. Moreover, most recently published TTS architectures are non-autoregressive models [66,232,332]. However, one-shot 
(few-shot) multi-speaker architectures seemed to dominate in 2022 [112,287,298]. These architectures require only a short embed
ding recording (a few seconds) of the target speaker to synthesize speech in its voice. Zhao et al. [321] use a speaker-guided conditional 
variational autoencoder to extract the speaker-specific information from embedding recording and use it to condition the synthesis 
process further. Choi et al. [51] propose a new learning method for zero-shot TTS. The proposed method first generates an additional 
speech of a query speaker using the external untranscribed datasets at each training iteration. Then, the model learns to consistently 
generate the speech sample of the same speaker as the corresponding speaker embedding vector by. 

Employing an adversarial learning scheme. Another trend in TTS is end-to-end synthesis. End-to-end is a type of system that can be 
trained on (text, audio) pairs without phoneme duration annotation. This vastly simplifies the training process and speeds up the data- 
preparation phase. Numerous architectures have been published recently by Kim et al. [142], Cho et al. [50], and others [95]. 

Additionally, Riberio et al. [239] focus on synthesizing speech with expressions. To this extent, voice conversion is first used to 
generate data from the set of expressive speakers; then, the expressive data is pooled with the natural data of the target speaker. This 
combination is ultimately used to train a single-speaker TTS. Expressional TTS approaches were also published by Monge Alvarez et al. 
[193], or Huang et al. [111]. 

One of the limitations of the expressional TTS seems to be the single-speaker setting, which limits the synthesis of arbitrary speech 
or language without additional training. 

Table 10 
Face manipulation datasets. Each line represents a different dataset. The first 
column denotes the dataset name or author, and the second column denotes 
the dataset size.  

Name Size 

Zhou et al. [323] 1005 deepfake images 
Dang et al. [57] 240,336 deepfake images 
Face-Forensics++ [235] 1.8 million deepfake images  
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Moreover, combined solutions allowing TTS and VC are being published. Lei et al. [160] propose a Glow- WaveGAN 2 architecture. 
The GAN backbone first learns to extract the latent distribution of speech and reconstruct the waveform from it. Then a flow-based 
acoustic model only needs to learn the same latent space from texts, which naturally avoids the mismatch between the acoustic 
model and the vocoder, resulting in high-quality generated speech without model fine-tuning. 

Ultimately, Rojc and Mlakar [234] examine the acoustic inventories used for concatenative TTS. As these inventories often grow 
exponentially with provided data, it is necessary to optimize them. The authors propose using Long Short-Term Memory networks to 
represent this space, which ultimately reduces the storage requirements by 90% and lookup time by 70%, making the synthesis run 
faster with fewer resources. 

4.1.2. Tools 
A vast amount of TTS tools exist. There are commercial and open-source tools. The commercial tools allow easy and quality 

synthesis with minimal effort. Some allow the creation of custom voices, and some only synthesize the provided pre-trained voices. 
This easy accessibility broadens the user base and, unfortunately, allows more people to misuse synthetic speech. The open-source 
tools require deeper knowledge; however, they reward the user with extended usability. The recent advancements even allow the 
training of the models in an arbitrary language without any special knowledge and effort. This makes the TTS tools very powerful. An 
overview of available tools is provided in Table 11. 

4.1.3. Datasets 
The number of datasets has proliferated in the past year, as shown in Table 12. There are various datasets containing synthesized 

speech using the TTS synthesis. In addition, it is possible to construct a dataset using demo recordings from newly developed tools or 
from the Blizzard Challenge [325] that aims to bring novel TTS systems. Similarly, the ASVspoof challenge [302,303] provides both 
TTS and VC synthesized speech. It is possible to identify several issues in the available datasets.  

• No paired identities (genuine - deepfake pairs for one speaker). It is then impossible to address the quality of deepfakes. Moreover, 
in most real-world scenarios, deepfakes are used for impersonation, so generic deepfake speech is insufficient to model real-world 
use cases.  

• Obsolete datasets - with rapid advancements in deepfake creation tools, it is mandatory to keep up to date with this trend. There are 
significant differences between synthetic speech created a year ago and now. Moreover, deepfake detectors seem to struggle with 
unseen types of deepfakes (e.g., from a new speech synthesis tool). Using such datasets thus limits the abilities of novel detectors.  

• Short utterances - deepfake datasets often contain only standalone sentences. While this might be enough to train deepfake 
detection methods, real-world usages of deepfakes often require speaking more than one sentence. These sentences also have to 
follow up with each other, to only by content but also by being persistent in speech quality.  

• Language - available datasets primarily contain English speech. There is currently no evidence on whether deepfake detection is 
language-dependent. To evaluate this behavior, multilingual deepfake datasets are needed. Such datasets are also useable for 
assessing the human ability to deepfake recognition. 

Table 11 
Text-to-speech synthesis tools. Each line represents a different tool. The first column denotes the name and publication, the second column link to the 
corresponding implementation, and the last column special feature of the tool.  

Name Link Feature 

MozillaTTS https://github.com/mozilla/TTS High-performance models, large community. 
Real-Time-Voice-Cloning 

[54] 
https://github.com/CorentinJ/Real-Time- 
Voice-Cloning 

Very short embedding for synthesis (5s). 

Overdub https://www.descript.com/overdub Commercial tool for high quality speech synthesis. 
ResembleAI https://www.resemble.ai/cloned/ Online tool for text-to-speech synthesis. 
Amazon Polly https://aws.amazon.com/polly/? 

p=ft&c=ml&z=3 
Advanced text-to-speech technology, preparedvoices. 

Google TTS https://cloud.google.com/text-to-speech Accessible through API, creating custom voice. 
Watson https://www.ibm.com/cloud/watson-text-to- 

speech 
API service, variety of languages and voices. 

ESPnet https://github.com/espnet/espnet End-to-end speech processing toolkit managed by community. 
CoquiTTS https://github.com/coqui-ai/TTS Community curated library for advanced TTS. 
TensorFlowTTS https://github.com/TensorSpeech/ 

TensorflowTTS 
Collection of real-time state-of-the-art speech synthesis architectures. 

TransformerTTS https://github.com/as-ideas/TransformerTTS Robust, fast and controllable non-auto-aggressive synthesis transformer model. 
Flowtron [270] https://github.com/NVIDIA/flowtron Control of speech variation, interpolation and style transfer between speakers 

seen and unseen during training. 
Emotional TTS [122] https://github.com/Emotional-Text-to- 

Speech/dl-for-emo-tts 
Transition of emotion onto synthesized speech. 

YourTTS [36] https://github.com/edresson/yourtts Multilingual approach to zero-shot multi- speaker TTS. 
Vall-E [279] https://github.com/enhuiz/vall-e High-quality personalized speech synthesis with only a 3-s enrollment recording.  
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The listed issues lead to the development of methods that struggle with generalization. Moreover, existing datasets are not well 
suited for exploring human capability in deepfake detection. We thus strongly encourage the development of novel datasets that 
resolve the stated issues. Inspiration might be found in the facial domain, face morphing exactly, where the community is currently 
resolving similar problems with generalization. 

4.1.4. Attack vector 
Bateman [18] discusses the usage of synthetic voice for identity theft. A phone call made in a victim’s synthesized voice could trick 

the victim’s executive assistant or financial advisor into initiating a fraudulent wire transfer. This attack is a form of phishing but using 
a voice, thus called vishing. An incident of this kind already took place in 2019 when a con artist misusing synthetic speech was able to 
initiate a fraudulent wire transfer of nearly $250 k [208]. As reported, a CEO of an energy company thought he was speaking via phone 
to his boss. The caller asked him to transfer funds to a Hungarian supplier in an urgent request. The victim, deceived into thinking that 
the voice was that of his boss, made the transfer. A similar attack has been reported in UAE [31]. Moreover, a recent report by Iacono 
et al. [117] shows a significant increase in vishing attacks. Vishing attacks were reported by 69% of companies in 2021, which has risen 
from the 54% experienced in 2020. According to Quarterly Threat Trends - Intelligence Report from Agari and PhishLabs6 an extreme 
uptick in the use of vishing in response-based scams between Q1 2021 to Q1 2022 of almost 550% has been spotted. 

The synthetic voice might also be used to create bank accounts under false identities. In addition to the bank scenarios, a bad actor 
might use the synthesized speech of a victim to access his account secured by a voice biometrics system [73,233,244]. A similar attack 
on speaker recognition might also be used in the corporate environment [32]. Imagine a company using speaker recognition for 
employee identity verification during phone calls to IT or human resources departments. An attacker collects essential information 
about a specific employee along with her or his voice samples to synthesize the speech of the selected individual. The attacker then uses 
the synthetic voice to call the IT department and claims a forgotten password and a need to reset it. The IT department provides the 
attacker with a temporary password to access the corporate systems. 

Finally, synthetic speech might also threaten smart home assistants or smartphone assistants, as they are often reasonably powerful 
and controlled only using the owner’s speech. An attacker misusing synthetic speech might be able to control such devices. We thus 
evaluate the threat posed to voice biometrics systems by synthesized speech as high. 

4.1.5. Detection 
Currently, no special methods for text-to-speech synthesis detection exist; thus, we discuss synthetic speech detection as a whole in 

Section 4.4. 

4.2. Voice conversion 

Voice conversion is a technique used for modifying a given speech from a source speaker to match the vocal qualities of a target 
speaker [183,220]. In contrast to TTS, this process is independent of the spoken content and thus does not require transcriptions. Some 
of the most advanced voice conversion frameworks can separately transfer components of speech such as timbre, pitch, or rhythm 
[219]. 

The most widespread usage of voice conversion can be found in online games, voice parodies, and remixed songs. The voice 
conversion tools can change any of the voice characteristics (age, sex, …) of the original voice to conceal the real identity of an in
dividual [11]. 

Table 12 
Text-to-speech synthesis datasets. Each line represents a different 
dataset. The first column denotes the dataset name or author, and the 
second column denotes the dataset size.  

Name Size (syn. speech) 

ASVspoof 2019 [302] NA 
ASVspoof 2021 [303] NA 
ADD [307] NA 
TIMIT-TTS [238] 80,000+ utterances 
SV2TTSa [119] 66 utterances 
WaveFake [75] 117,985 utterances 
FoR [231] 87,000 utterances 
SYNSPEECHDDB [319] 127,890 utterances 
FMFCC-A [320] 40,000 utterances 
F&M [73] 1600 utterances 
FAD [182] 115,800 utterances 
FakeAVCeleb [138] 500 utterances  

a https://google.github.io/tacotron/publications/speak
er_adaptation/. 

6 https://info.phishlabs.com/quarterly-threat-trends-and-intelligence-may-2022 
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4.2.1. Technologies 
There are two major approaches to voice conversion: parallel and non-parallel. Their dependency on text transcriptions might make 

a further distinction [192]: a text-dependent approach requires a word or phonetic transcription for the recordings, a text-independent 
approach does not use transcription, which forces the system to find speech segments with similar content before building a conversion 
function. Finally, VC approaches might be divided by the languages that the source and target speaker speak [192]: a 
language-independent approach allows for different source, and target speaker languages, language-dependent approach restrains the 
source and target speaker to speak the same language. 

Parallel VC is trained using a parallel dataset. The source and target utterances contain the same speech. Training is usually done 
for each pair of source and target speakers [33]. One of the first approaches for parallel VC was using statistical techniques. Lee et al. 
[157] propose Gaussian Mixture Model-based (GMM-based) approach, and Ye et al. [306] utilize the maximum likelihood-based 
approach. In the meantime, more GMM-based [13,116,259,331] and Hidden Markov Models (HMM) based [285,312] methods 
were proposed. Another approach utilizes linear and non-linear algebra techniques [81,99] such as Bilinear Models, Linear Regression, 
or kernel transformations. Popa et al. [217] propose the usage of local linear transformations, and Song et al. [253] propose the usage 
of Support Vector Regression. Signal processing techniques also find a place in VC approaches. There are approaches based on the 
Vocal Tract Length Normalization [176], frequency warping [265], or PSOLA technique [132]. Ultimately, cognitive techniques such 
as neural networks or classification and regression trees are used [15,41,191,288]. 

Non-parallel VC does not require a parallel dataset for training. This technique is newer and offers a more practical use. Non- 
parallel models must learn the mapping from source to target speaker without aligning frames with the same content. Neural net
works are almost exclusively used for this purpose, mainly GANs, Auto-Encoders (AEs), or Variational Auto-Encoders (VAEs). Even 
further, the non-parallel VC systems might be split depending on the level of the generalization: One-to-One systems where a unique 
model has to be trained for each pair of speakers and Many-to-Many systems where one universal model is used for a variety of 
speakers from the training set. A one-shot voice conversion was developed to be independent of the dataset as the model does not 
require to be trained for a specific speaker; only a short embedding utterance is needed. It thus allows converting speech from source to 
target even if none of these speakers is contained in the training set [33]. 

The base technology behind non-parallel voice conversion remains the same throughout different works. The differences appear in 
modifications and tweaks to these technologies [126,128,211]. 

Regarding GANs, Nguyen and Cardinaux [201] propose an end-to-end architecture that does not require a vocoder. Instead, VC is 
performed directly on the raw audio waveform, improving the final speech quality significantly. Kaneko et al. [129] propose masking 
the input Mel-spectrogram with a temporal mask and encouraging the converter to fill in the missing frames. Kameoka et al. [123] 
propose using an encoder-decoder architecture with GAN, Wang et al. [281] propose a cycle for restricting the disentanglement, 
instead of the previous work for reducing speech size to get content, or Li et al. [171] who further improve the StarGAN [127] 
architecture. 

Regarding AEs, Cassanova et al. [36] modify the VITS model proposed by Kim et al. [142] by using raw text instead of phonemes 
(end-to-end architecture) and modify the encoder, decoder architecture by changing the layer configurations. Chen et al. [48] propose 
Activation Guidance and Adaptive Instance Normalization to disentangle content from style instead of reducing dimensionality or 
quantizing content embedding, which results in a better trade-off between the synthesis quality and the speaker similarity. 

A portion of the AE-based voice conversion research focuses on disentangle-based learning techniques to separate the timbre and 
the linguistic content information from a speech signal. Qian et al. [219] propose using three separate encoders, each responsible for a 
different speech component. Tang et al. [261] use a vector quantization approach in combination with a special bottleneck proposed 
by Qian et al. [220] to separate content and timbre information from speech more effectively. 

Regarding VAEs [49,113,124,146], Lian et al. [171] propose a novel approach where disentangled speech representations are 
learned using self-supervised learning. The disentanglement is obtained by balancing the information flow between global speaker 
representation and time-varying content representation. Lian et al. [170] also address content and speaking style disentanglement. 

Apart from neural networks, there are still other approaches such as i-vector PLDA [145], restricted Boltzmann machines [159] or 
transformer models [173]. Niekerk et al. [272] compare using discrete and soft speech units as input features. Based on their findings, 
they propose soft speech units learned by predicting a distribution over discrete units. The soft units capture more content information, 
improving the intelligibility and naturalness of converted speech. 

Moreover, Huang et al. [108] examine how utterances degraded by noise or reverberation affect voice conversion. Based on their 
findings, speech enhancement concatenation and denoising training is proposed to enhance the robustness. Ultimately, this approach 
significantly improves the quality of converted speech when audio is not of studio quality. 

Current trends in VC are similar to the TTS area (Section 4.1.1) – one-shot/zero-shot approaches. Xiao et al. [289] study the impact 
of speaker embeddings on zero-shot voice conversion performance. As a result, the authors propose a novel speaker representation 
method that provides superior results to D-vector and GST-based speaker embedding systems. 

4.2.2. Tools 
Most of the available tools for VC provide a non-parallel approach and utilize deep neural networks. In contrast to TTS (Section 

4.1), there are currently no commercial tools available. The required user knowledge is thus higher for this category. However, the 
availability and usability of the open-source implementations are at the same level as for TTS. For further information thus, see Section 
4.1.2. An overview of publicly available tools is shown in Table 13. 
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4.2.3. Datasets 
The situation with datasets in the VC area is worse than in the TTS area. Again, there are no standardized datasets containing 

converted speech. The converted speech might be collected from the results of the Voice Conversion Challenge [308], demo utterances 
for VC systems, or the ASVspoof challenge [302,303] database that combines both the TTS and VC synthesized speech. The challenges 
discussed and possible future development are the same as those discussed for the TTS datasets in Section 4.1. The overview of VC 
datasets is shown in Table 14. 

4.2.4. Attack vector 
The attack vector of voice conversion is almost identical to the one proposed for TTS in Section 4.1. An attacker can impersonate an 

identity of a selected individual and use the converted voice to access his account secured by a voice biometrics system. Additionally, 
we see voice conversion as a more threatening tool due to the possibility of the conversion happening in real time. This way, the 
attacker does not need to prepare the media in advance and can adequately respond to a broader spectrum of situations. However, 
voice conversion might not be the final choice over a TTS tool for the attacker because of the possibility of revealing the attacker’s 
identity. There are beliefs that an original speech might be retrievable from the deepfake utterance – a sort of deconversion. While this 
is only a theoretical claim, we might see efforts in this area. In the end, it is a similar procedure to demorphing as mentioned before 
within morphing detection solutions in Section 3.2.5. 

Eventually, we evaluate the threat posed by voice conversion to voice biometrics systems as high. 

4.2.5. Detection 
Currently, no special methods for voice conversion detection exist; thus, we discuss synthetic speech detection as a whole in Section 

4.4. 

4.3. Speech morphing 

The term speech morphing refers to a technique of smooth transformation from one signal to another. This combination creates a 
new signal with an intermediate timbre [35]. The signals should be sufficiently similar to become reasonably aligned and interpolated 
into the new signal [215]. 

Table 14 
Voice conversion datasets. Each line represents a different dataset. 
The first column denotes the dataset name or author, and the second 
column denotes the dataset size.  

Name Size 

ASVspoof 2019 [302] NA 
ASVspoof 2021 [303] NA 
ADD [307] NA 
SYNSPEECHDDB [319] 127,890 utterances 
FMFCC-A [320] 40,000 utterances  

Table 13 
Voice conversion tools. Each line represents a different tool. The first column denotes the name and publication, the second column link to the 
corresponding implementation, and the last column special feature of the tool.  

Name Link Feature 

SpeechSplit [219] https://github.com/auspicious3000/SpeechSplit Separate transfer on timbre, pitch and rhythm without text labels. 
AutoVC [220] https://github.com/auspicious3000/autovc Many-to-many zero-shot voice conversion. 
FragmentVC [173] https://github.com/yistLin/FragmentVC Any-to-any voice conversion. 
AdaptiveVC [49] https://github.com/jjery2243542/adaptive_voice_ 

conversion 
Only one source and target utterance required. 

Sprocket [147] https://github.com/k2kobayashi/sprocket Vocoder-free voice conversion. 
StarGAN [123] https://github.com/hujinsen/StarGAN-Voice- 

Conversion 
Needs only several minutes of training audio. 

CycleGAN [125] https://github.com/leimao/Voice-Converter- 
CycleGAN 

Mapping sequential and hierarchical struc-tures while preserving linguistic 
information. 

CycleGAN-VC2 [126] https://github.com/jackaduma/CycleGAN-VC2 Improved objective, discriminator and generator. 
CycleGAN-VC3 [128] https://github.com/jackaduma/CycleGAN-VC3 Time-frequency adaptive normalization. 
MaskCycleGAN-VC 

[129] 
https://github.com/GANtastic3/MaskCycleGAN-VC State-of-the-art results of naturalness and speaker similarity. 

YourTTS [36] https://github.com/edresson/yourtts Zero-shot voice conversion for low-resource languages. 
SoftVC [272] https://github.com/bshall/soft-vc Improved intelligibility and naturalness of speech. 
ASSEM-VC [144] https://github.com/mindslab-ai/assem-vc Any-to-many non-parallel voice conversion. 
AGAIN-VC [48] https://github.com/KimythAnly/AGAIN-VC Improved quality and speaker similarity. 
ContolVC [42] https://github.com/MelissaChen15/control-vc Time-varying controls on pitch and speed. 
FreeVC [163] https://github.com/olawod/freevc Improved content extraction, no text annotation needed.  
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As the literature review shows, speech morphing, or voice morphing, is often confused with voice conversion [11,209]. For the 
scope of this work, we understand voice conversion as modifying a speech from a source speaker to match the voice of a target speaker 
(see Section 4.2) and speech morphing as a technique of combining two voices to create an intermediate one [183]. 

4.3.1. Technologies 
Most morphing approaches are based on interpolating sound parametrizations obtained from analysis or synthesis techniques, such 

as Short-time Fourier Transform, Linear Predictive Coding, or Sinusoidal Model Synthesis [109]. 
One of the first attempts in the area of speech morphing was administrated by Abe [5] in 1996. Abe proposed modifying the 

fundamental frequency and DFT spectrum that outputs high-quality speech. A similar approach was proposed by Kawahara et al. 
[137]. A different approach proposed by Pfitzinger et al. [215] consists of LPC-based source-filter decomposition, separate interpo
lation, and composition of the morphed speech signal. Pfitzinger mainly focuses on the alignment and interpolation problems, where 
he proposes using dynamic programming to find the alignments of speech signals. Chappell et al. [38] propose separately interpolating 
the residual signal and Line Spectrum Pairs representation. 

4.3.2. Tools 
Currently, no tools are providing the speech morphing functionality solely. The research in this area fell silent almost a decade ago. 

The lack of any beneficial usage of this technology causes this. However, some tools offer similar functionality (see Table 15). These 
tools might provide a solid base stone for building a speech morphing tool with some tweaks and modifications. 

4.3.3. Datasets 
As previously mentioned, speech morphing has not seen any ongoing research in the last decade. This fact reflects even in the 

current situation with speech-morphing datasets. To the best of our knowledge, no datasets contain any morphed speech the way we 
define it. This area of speech deepfakes thus opens many possibilities for further research. 

4.3.4. Attack vector 
The attack vector for speech morphing is hypothetical, as no particular use case currently allows for an attack of this type. However, 

the idea behind the attack remains the same as for face morphing (Section 3.2). An attacker creates a morphed speech of two in
dividuals. The attacker then uses this speech to enroll in a voice biometrics system. The created voice profile allows both individuals to 
be matched against this profile. 

4.3.5. Detection 
As previously mentioned, there are no recently published works in speech morphing. This fact reflects even in detecting morphed 

speech, as there are currently no methods designed to detect morphed speech. In addition, it is also questionable how well the current 
deepfake speech detection systems will perform against this type of synthetic speech. An overview of synthetic speech detection 
methods is provided in Section 4.4. 

4.4. Detecting deepfake speech 

The literature review reveals that no methods detect specifically only one type of synthetic speech (TTS, VC, speech morphing). The 
proposed methods approach the detection problem in general, including all means of deepfake speech creation [46]. Because of these 
reasons, we merge the deepfake speech detection methods into this section. 

One of the possibilities is to extract custom features from speech. Muhammad et al. [12] built a GMM-based detection system to 
extract differences in the spectral power between live humans and replayed voices. Xue et al. [299]. 

Use the fundamental frequency (F0) originally used to improve the quality of synthetic speech. This frequency is too average for 
synthetic speech, which differs significantly from real speech. Martín-Doñas and Álvarez [187], in contrast, propose to extract the 
features using the wav2vec2 feature extractor. These features are then fed into a downstream classifier. 

Data augmentation seems to be a popular solution to enhance the generalization ability of the detectors. Chen et al. [47] propose 
utilizing data augmentation, a special modification of Neural Network architecture, and one-class learning with channel-robust 
training strategies. The data augmentation was also utilized by Das [59]. Das evaluated various data augmentation approaches and 
combined the best ones with the ASVspoof 2021 baseline systems into a detection system. The augmented data is also fed into various 
types of classifiers in solutions proposed by Refs. [44,46,130]. In addition, Cáceres et al. [55] not only propose the usage of data 
augmentation but a new loss function called Focal Loss with a linear fusion of classifiers with different input features. Also, Chen et al. 

Table 15 
Voice morphing tools. Each line represents a different tool. The first column denotes the name and publication, the second column link to the cor
responding implementation, and the last column special feature of the tool.  

Name Link Feature 

Figaro https://github.com/symphonly/figaro Real-time open-source voice modification. 
VoiceMorphing https://github.com/nestyme/voice-morphing Gender classifier and age regressor for morphing. 
PyVoiceChanger https://github.com/juancarlospaco/pyvoicechanger Real Time Microphone Voice Changer App.  
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[45] experiments with a custom loss function. They propose a large-margin cosine loss function (LMCL). The target of the LMLC 
function is to maximize the variance between genuine and deepfake samples while minimizing the intra-class variance. 

Moreover, the fusion of classifiers was also proposed by Kang et al. [131]. Instead of different inputs, Kang et al. examined the 
influence of different activation functions on deepfake speech detection. Finally, they created a detection system consisting of clas
sifiers operated by different activation functions. On a similar note, Zhang et al. [318] propose a score-level fusion from different 
classifiers. 

Tak et al. [258] propose using Graph Attention Networks (GATs) to model the spectral and temporal relationship between 
neighboring sub-bands or segments. Tak et al. [257] further improve the GAT-based system by using the GAT on directly learned 
representation from the raw waveform. Another example of an end-to-end deepfake detection system was proposed by Ge et al. [79]. 
The authors propose to learn the detector architecture using a neural network, instead of using hand-crafted architectures. 

Acoustic features might also be used to reveal synthetic speech. Conti et al. [53] exploit the fact that synthesized speech often lacks 
emotional behavior. The detector thus uses high-level features obtained from an emotional recognition system. Chaiwongyen et al. 
[37] use timbre and shimmer to discriminate between genuine and deepfake speech. 

An analysis of the ASVspoof 2019 challenge revealed that most deepfake detection systems are based on deep neural networks. The 
best performance is obtained by combining score levels of single systems that vary by training data, feature extraction procedures, 
architectures, or training policy. For further development of detection methods, it seems beneficial to use mix-up techniques to prevent 
the model overfitting and FIR filters for coded magnitude response emulation [268]. 

In contrast to the detection methods utilizing the speech signal or some of its forms, Khochare et al. [139] propose detecting 
deepfake speech using an image-based approach. This approach relies on converting the input speech to a Mel-spectrogram and 
feeding it to Deep Neural Classifier. A similar approach has been taken by Fathan et al. [68]. 

Among the less traditional approaches, we find Wang et al. [283], who propose a framework for a neural network-based speaker 
recognition system that monitors the activations of neurons in different network layers. Yan et al. [304] propose a Res-Net architecture 
boosted by neural stitching to improve the generalization ability, or Blue et al. [25] use vocal tract reconstruction, as deepfakes often 
model impossible or highly-unlikely anatomical arrangements. 

Finally, to further improve the quality of detection, an examination of the method’s behavior might be beneficial. 
Ge et al. [80] propose a tool for revealing the unexpected behavior of classifiers. 

5. The future of deepfakes 

The previous sections discussed facial and speech deepfakes along with detection mechanisms. We consider it essential to add a few 
topics that are not exactly related to biometrics systems but are important to understand the full scope of deepfake misuse and possible 
future developments in affected areas. 

5.1. Deepfake creation 

The literature review has revealed that a lot of focus has been given to zero-shot (one-shot) methods recently. This means that, very 
soon, training the deepfake creation tools will not be required to obtain quality results. This will allow even more people to access 
deepfake creation. 

With the constant advancements in the quality of deepfake creation tools, we are approaching a situation where anyone can create 
deepfakes with excellent quality. Additionally, with the first attempts at migrating the deepfake. 

Creation networks to end devices, such as smartphones, there will soon be no limit on who or where can create deepfakes. 
These developments, thus, expand the power of attackers and create more room for attacks. 

5.2. Deepfake attacks 

A deepfake attack might be decomposed into three stages: collecting data, creating a deepfake persona, and using this persona for 
various malicious intents. These steps are visualized in Fig. 8. 

Suitable media for deepfake creation might be retrieved from the internet (social networks, streaming platforms, etc.) or locally 
(capturing a person on the street). With the growth of social networks, collecting large amounts of personal images, videos or re
cordings has become easier than ever. This simple access to media makes almost anyone a suitable target for deepfake attacks. 

Real-time deepfake creation is only a matter of time. Such an ability will significantly boost the power of an attacker. Moreover, 
combinations of facial and speech deepfakes are starting to be used maliciously. A recent example that could have had a massive 
impact is a spoofed video of Ukrainian President Zelenskyy [103]. If the video had been better quality or published earlier, the sit
uation could have had a very different closure. A combination of facial and speech deepfakes is compelling in deceiving humans. 

We expect to experience more and more attacks misusing the combinations of deepfake speech and video. One potential use-case is 
intercepting a corporate video meeting (e.g., Teams call), where the attacker joins looking and sounding like one of the employees. The 
quality of the deepfake and the ability to respond in real-time allow the attacker to join the conversation and retrieve confidential 
information. 
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5.3. Deepfake detection 

Deepfake detection is a very timely topic. As the deepfake quality rapidly increased in the past three years, we moved from a 
situation where no special threats were posed to a situation where deepfakes present a significant problem to computer security. This 
section provides insight into possible future developments of deepfake detection. 

5.3.1. Challenges of deepfake detection 
Deepfake detection, being a relatively young area, still faces many challenges that need to be overcome to provide reliable results 

[185,227]. One of the most acute problems is a generalization. Deepfake detectors perform reasonably well on the known datasets, but 
as soon as the dataset or operation conditions changes, the reliability and accuracy significantly suffer. This might be decomposed into 
smaller problems: the lack of datasets, mostly unlabeled data, and unknown types of attacks. While deepfake datasets are still being 
released, their quality, quantity, and internal structure often do not represent the real world. An ideal dataset should be as diverse as 
possible, contain thousands of entries, and finally, deepfake and genuine entries should be paired by the same person (ideally with the 
same content or setting). 

To overcome some of these challenges, Raja et al. [227] suggest the following.  

• Cross-dataset evaluation – The performance of deepfake detectors should be evaluated using more datasets than just the one used 
for training.  

• Sequestered dataset – An evaluation dataset should be hidden from the creators of deepfake detectors. This way, no solution can be 
manipulated to perform better during the evaluation, and the unknown type of attack challenge is also being addressed.  

• Independent evaluation – Evaluation should be carried out by an unattended third party to simulate the behavior in operational 
deployment.  

• Evaluation platform – To simplify the independent evaluation process, an evaluation platform can be used. This ensures simple 
access to retrieving the performance of a new detector and the comparability of these results with other detectors. 

Another challenge that needs to be addressed is interpretability. While we see the enormous effort in developing new detection 
techniques, little attention is paid to the underlying and crucial question: How and why does the deepfake detection work? Moreover, 
to reliably use deepfake detectors, for example, in legal enforcement, it is a must to understand how the used detector works and 
decides [266]. 

Ultimately, the vulnerabilities of published detectors should be carefully examined. Deep learning, dominantly used for deepfake 
detection, allows for the execution of adversarial attacks. Moreover, with regard to the generalization problem, several perturbations 
and manipulations might be used to fool the detector. It is thus important to understand these vulnerabilities before relying on the 
detectors [266]. 

While some efforts occur in the facial recognition domain, speaker recognition hangs behind for a few years. 

5.3.2. Obstruction of deepfake creation 
While most people image deepfake detectors as a means to ensure our safety from synthetic media, there might be other ways to 

mitigate the threats posed by deepfakes. One of the approaches is to inhibit the creation of malicious deepfake media proactively. Li 
et al. [168] propose a method named Landmark Breaker that disrupts facial landmark extraction, which obstructs the creation of 
deepfake videos. Approaches similar to this mitigate the threats posed by deepfakes before they even can occur, which seems to be 
more beneficial than the actual detection. Similar solutions might include noise in speech or videos with cryptography properties that 
prevent the deepfake creation tools from extracting identity-specific information. This area is exciting and promising, so we hope to see 
more attempts in the future. 

Fig. 8. Deepfake lifecycle.  
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5.3.3. Natural defenses against deepfakes 
As previously mentioned, detectors might be incorporated to mitigate the threats posed by deepfakes, or deepfake creation might 

be obstructed. An additional solution might come in the form of naturally spoofing resilient biometrics. The naturally spoofing resilient 
biometrics are built to reject any spoofing trial without using detectors of any kind. 

Recently, Anand et al. [14] proposed a new method for speaker verification using vibrations. This method proved to distinguish 
between genuine and deepfake attempts reliably. The deepfake attempts utilized synthesized speech. The results indicate that one 
suitable way to prevent deepfakes is to develop biometrics systems on principles naturally resilient to deepfakes or other spoofing 
attacks. 

Discovering similar methods might again help mitigate the threats posed by deepfakes to biometric authentication. 
Finally, the ultimate combination of all the mentioned defenses might be enough to secure today’s systems. 

5.3.4. Ready-to-use deepfake detectors 
While most of the work done in the area of deepfake detection remains in the form of academic publications and their experimental 

implementations, there are some tools prepared for immediate use, such as Deepware7 or Sensity8. Most of these solutions are pro
prietary, and their internals is secret. However, this area seems to develop in a direction where deepfake detection is offered as a 
service. This would allow for easier and more accessible deepfake detection, even for individuals with no particular background in IT. 

5.3.5. Public challenges for deepfake detection 
The challenges for deepfake detection aim to bring the best detection methods for selected types of deepfakes. 
These challenges are held annually and provide insight into the latest defenses against deepfakes. 
The image-oriented challenges might be stated as Open Media Forensics Challenge 9 by NIST, Deepfake Detection Challenge 10 b y 

Meta or Kaggle deepfake detection challenge 11. Among the speech-oriented challenges, ASVSpoof [302,303] and ADD [307] chal
lenges exist. ASVSpoof is a biannual event that aims to promote the study of spoofing and the design of countermeasures – detectors to 
protect Automatic Speaker Verification (ASV) systems. The ADD challenge added real-life and challenging scenarios to fill in the gap in 
deepfake speech detection. 

5.4. Societal impacts and legal regulations 

In addition to machine-based deepfake detection, it is crucial to understand the human perception of deepfake media. In some use 
cases (e.g., bank call centers or border crossing), a human operator interacts with the biometrics system and user. In these scenarios, 
proper human capability to detect deepfakes might improve overall security. Understanding how to differentiate between real and fake 
media, thus, might help protect society from the posed threats. 

As mentioned, the human ability on deepfake detection is already being put to the test. Published research examines the perception 
of fake faces [83,86,218] or fake speech [195]. 

The societal aspect is large. Considering the recent developments, we aim towards a future where media can no longer be trusted. 
As deepfake media quality is improving, we will soon lose our ability to differentiate between real and fake. It is even possible that 
society will remain dependent on the help of deepfake detectors to reveal what is real. Ultimately, the proper understanding of the 
impacts on society should lead to developing legal regulations for deepfake media. However, there is a long way to go before we can 
regulate deepfakes legally. To this extent, it is also important to clarify the responsibilities for creating and spreading deepfakes. 
Perhaps, fast-acting countries such as China, who already put a legal deepfake regulation to action [21], will serve as a testing ground 
for further development of such regulations. An interesting fact to add is that China is currently the number one publisher of 
deepfake-related research, according to the Web of Science. As Fig. 9 shows, almost one-third of the publications originate in this 
country. Moreover, according to Google Trends, China takes second place in the list of relative interest in deepfake-related topics. This 
interest is visualized in Fig. 10. 

6. Conclusions 

Deepfake creation tools are on the rise, and the development of detection methods tries to hold onto this trend. The most popular 
keywords for deepfake creation seem to be zero-shot, one-shot, and end-to-end. This demonstrates how. 

Fast we progress towards generalizable and easy-to-use solutions. We, thus, are only one step from real-time deepfake creation. As 
soon as we reach this milestone, cyberspace, as we know it today, may change beyond recognition. The development of such methods 
will significantly increase the power of attackers. With easy access to various media suitable for deepfake creation, more elaborate 
deepfake attacks will come. 

The biometrics systems seem to be threatened by identity-swapping techniques, as they might result in providing unauthorized 

7 https://scanner.deepware.ai  
8 https://sensity.ai  
9 https://mfc.nist.gov/  

10 https://ai.facebook.com/blog/deepfake-detection-challenge-results-an-open-initiative-to-advance-ai/  
11 https://www.kaggle.com/c/deepfake-detection-challenge 
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access or dodging identification. Face morphing and face swap present primary threats to facial recognition. 
Voice biometrics, in contrast, are vulnerable to any deepfake speech. The principle of speech deepfakes causes this – all allow 

impersonation. 
In the deepfake detection domain, generalization and robustness are heavily discussed. Much research focuses on developing novel 

methods to detect manipulated or noisy media. It is an important milestone we must pass before successfully deploying detection 
methods to guard cyberspace. Moreover, several attempts to evaluate and improve the human ability to detect deepfakes have been 
reported. Human-based detection is an important part of deepfake detection, as there is not always the possibility to rely on 
technology. 
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Fig. 9. Publication distribution by world countries for 2021 and 2022 b y keyword “deepfake”. The top 5 countries listed according to the WoS, 
Others represent all remaining world countries. Source: https://www.webofscience.com/wos/woscc/summary/894c369c-e777-4199-89f3- 
dea9078a35bd-6a94f062/relevance/1. 

Fig. 10. Popularity of “deepfake” related Google searches. Top 5 countries listed according to Google Trends. The number represents a relative 
interest compared to other searches in a given country, not the total count of queries. Values are calculated from 0 to 100, where 100 is the location 
with the most popularity as a fraction of total searches in that location. Source: https://trends.google.com/trends/explore?date=2016-01-01% 
202023-01-12&q=deepfake. 
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[236] Andreas Rössler, Davide Cozzolino, Luisa Verdoliva, Christian Riess, Justus Thies, Matthias Nießner, FaceForensics: A Large- Scale Video Dataset for Forgery 

Detection in Human Faces, 2018 arXiv:1803.09179 [cs.CV]. 
[237] Tim Sainburg, Marvin Thielk, Brad Theilman, Benjamin Migliori, Timothy Gentner, Generative Adversarial Interpolative Autoencoding: Adversarial Training 

on Latent Space Interpolations Encourage Convex Latent Distributions, 2019 arXiv:1807.06650 [cs.LG]. 
[238] Davide Salvi, Brian Hosler, Paolo Bestagini, Matthew C. Stamm, Stefano Tubaro, TIMIT-TTS: a Text-To-Speech Dataset for Synthetic Speech Detection, 2022, 

https://doi.org/10.5281/zenodo.6560159. 
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Peter Rot, Klemen Grm, Vitomir Štruc, Antitza Dantcheva, Zahid Akhtar, Sergio Romero-Tapiador, Julian Fierrez, Aythami Morales, Javier Ortega-Garcia, 
Els Kindt, Catherine Jasserand, Tarmo Kalvet, Marek Tiits, Future Trends in Digital Face Manipulation and Detection, Springer International Publishing, Cham, 
2022, pp. 463–482, https://doi.org/10.1007/978-3-030-87664-7_21. 

[267] Ruben Tolosana, Ruben Vera-Rodriguez, Julian Fierrez, Aythami Morales, Javier Ortega-Garcia, Deepfakes and beyond: a Survey of face manipulation and fake 
detection, Inf. Fusion 64 (2020) (2020) 131–148, https://doi.org/10.1016/j.inffus.2020.06.014. 

[268] Anton Tomilov, Aleksei Svishchev, Marina Volkova, Artem Chirkovskiy, Kondratev Alexander, Galina Lavrentyeva, STC antispoofing systems for the 
ASVspoof2021 challenge, in: Proc. 2021 Ed. Automat. Speak. Verif. Spoofing Countermeas. Chall., 2021, pp. 61–67, https://doi.org/10.21437/ 
ASVSPOOF.2021-10. 

[269] Soumya Tripathy, Juho Kannala, Esa Rahtu, Single source one shot reenactment using weighted motion from paired feature points, in: Proceedings of the IEEE/ 
CVF Winter Conference on Applications of Computer Vision (WACV), 2022, pp. 2715–2724. 

[270] Rafael Valle, Kevin Shih, Prenger Ryan, Catanzaro Bryan, Flowtron: an Autoregressive Flow-Based Generative Network for Text-To-Speech Synthesis, 2020 
arXiv:2005.05957 [cs.SD]. 
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[332] Adrian Łańcucki, Fastpitch: parallel text-to-speech with pitch prediction, in: ICASSP 2021 - 2021 IEEE IEEE Int. Conf. Acoust. Speech Signal Process. - Proc. 
(ICASSP), 2021, pp. 6588–6592, https://doi.org/10.1109/ICASSP39728.2021.9413889. 

A. Firc et al.                                                                                                                                                                                                            



The dawn of a text-dependent society: deepfakes as a threat to
speech verification systems

Anton Firc
Brno University of Technology

Brno, Czech Republic
ifirc@fit.vutbr.cz

Kamil Malinka
Brno University of Technology

Brno, Czech Republic
malinka@fit.vutbr.cz

ABSTRACT
Recent developments in the field of deepfakes bring new threats
that take advantage of the fact that it is increasingly difficult to
distinguish between real and artificial media. Nowadays, mostly as
fake news or disinformation; however, there are still unexplored
areas such as using deepfakes to spoof voice verification.We present
a real-world use case for spoofing voice authentication in a customer
care call center. Based on this scenario, we evaluate the feasibility
of attacking such a system and create an attacker profile. For this
purpose, we examine three available speech synthesis tools and
discuss their usability. We use these tools and acquired knowledge
to generate a dataset including deepfake speech and assess the
resilience of voice biometrics systems against deepfakes. We prove
that voice biometrics systems are indeed vulnerable to deepfake
powered attacks. The most significant outcome is the proposal of
text-dependent verification as a novel countermeasure for presented
attacks. Text-dependent verification provides higher security than
text-independent verification and can be used today as the simplest
protection method against deepfakes.
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1 INTRODUCTION
The term deepfake has no agreed-upon technical definition. It is
a combination of words deep learning and fake. Deepfakes are a
subset of synthetic media created using deep neural networks that
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depict events that never happened to entertain, defame individuals,
spread fake news, and many others [2].

The recent advancements in machine learning make the creation
of deepfakes easier than ever. Even people without any techni-
cal background are able to use commercial tools with intuitive UI.
These techniques and tools are being used for both illicit and legiti-
mate purposes. One of the unexplored areas of illicit usage is using
deepfakes to spoof speaker recognition systems. Public opinion is
mixed, and very little scientific work exists in this area. This is why
we decided to examine this area in deeper detail.

A survey performed by a biometric security startup ID R&D
in December of 2019 concluded that the worries about deepfake
voice fraud are slowing down the adaptation of voice biometrics
systems [27]. Around two-thirds of Americans are afraid of their
voice being spoofed and used to access their accounts secured by
voice biometrics systems [8].

According to the article published by the Guardian, the compa-
nies behind the voice biometrics technology say there are more
than 100 unique physical and behavioral characteristics of each
individual. These characteristics are stated to include the length of
the vocal tract, nasal passage, pitch, accent, and many more. These
characteristics were claimed to be as unique to an individual as a
fingerprint is. Nuance communication claimed that even profes-
sional voice imitators could not fool their system, while some of
the other companies claimed that their voice verification system is
even able to spot a difference between identical twins [13].

These statements were already refuted by a BBC reporter when
his non-identical twin managed to get access to his account [13, 30].
As stated before, the bank claimed to use more than one hundred
different characteristics of voice to verify identity. The second alarm-
ing fact is that the bank allowed the reporter and his twin to get
seven attempts of verification wrong before the eight successful
attempt [30]. Even though this incident has happened in the first
half of 2017, and the speech recognition technology has advanced
rapidly since then, this incident proves that an attack on a voice
biometrics system using only a person with similar voice charac-
teristics was feasible, thus under the right circumstances, there is
still a chance to spoof such a system. This incident also sheds a
different light on the reality of the statements claiming that these
systems cannot be easily fooled.

The creation of synthetic speech using the voice of another per-
son still becomes easier, even without any IT education or knowl-
edge. Thus the only needed thing is a recording of the target per-
son’s voice, which can be obtained nowadays simply by download-
ing a video from a social network, YouTube, or a podcast. These
facts led some people to believe that voice verification should serve
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as an additional method to verify a person’s identity, not the main
one [13].

From the security viewpoint, voice biometrics systems should
include techniques to detect replayed or synthetically generated
speech. They are also believed to possess these techniques, as stated
in the article published by TechRadar [21]; however, this article
also mentions that this ability might be compromised if the deep-
fake technology continues to improve. ID R&D even shows their
liveness detection in action as a promo for their voice biometrics
system [9]. One of the most recent articles discussing this topic
published in May of 2020 [11] supports the idea of voice biometrics
systems being fooled by sufficiently advanced deepfakes. It even
proposes that this ability might lead to an artificial intelligence
arms race, with institutions upgrading their authentication systems
and criminals improving the quality of the deepfakes to overcome
the implemented measures.

Up to date, no experiments regarding the deepfake resilience of
voice biometrics systems in real-world environment exist. We de-
cided to analyze the current situation and assess the advancements
of deepfake technology and the difficulty of executing a deepfake
powered attack on a scenario of customer verification in a customer
care call center. In this scenario, the communication is made exclu-
sively using the telephone, and the voice biometrics system has to
be spoofed as well as the human operator.

Firstly, we evaluate the technical feasibility of using speech syn-
thesis tools to create deepfakes. We use the acquired knowledge to
better understand the attacker profile in terms of needed knowledge
and resources to succeed in the proposed attack scenario.

Secondly, we examine the resilience of two voice biometrics
systems to deepfakes and show that deepfakes do present a seri-
ous threat to these systems. For this purpose, we create our own
deepfake dataset in the Czech and English languages.

Finally, we create a new dataset for experiments to evaluate dif-
ferences between text-dependent and text-independent verification.
Using this dataset, we show that text-dependent verification is more
resilient to deepfakes.

The main contributions of this work may be summarized as
follows:

• This work proves that deepfakes present a severe threat to
speech verification and that the voice biometrics systems
might be easily spoofed, so measures to prevent these kinds
of attacks have to be implemented.

• We conclude that no expert domain knowledge in speech
synthesis or processing is required to execute a deepfake
powered attack on a system secured by voice biometrics.

• We present that text-dependent verification is more robust
than text-independent verification when dealing with deep-
fakes by creating a custom dataset to compare the security
provided by both verification types.

• A dataset containing English and Czech deepfake speech
was created and published for further use.

The proposed attack scenario and experiments are discussed in
Section 2. Section 3 reviews related work, and Section 4 defines
the voice biometrics systems and their performance measures as
we use them in this work. The experiments carried out for this
research are divided into three parts. The first part discussed in

Customer verification - Non-malicious

Customer verification - Malicious

Operator

Voice biometrics system

Bank

Operator

Voice biometrics system

Voice

retrieval

Active

Passive

Speech

sytnhesis

Attacker's

content

A

B

Bank

Figure 1: Attack schema. Figure A represents non-malicious
(genuine) access to customer care call center, Figure B repre-
sents malicious access with target voice retrieval phase and
speech synthesis.

Section 5 examines the essentials of deepfake creation. The second
part discussed in Section 6 examines the performance of deep-
fakes in text-independent verification. The third part described in
Section 7 examines the difference between text-dependent and text-
independent verification. Finally, Section 8 discusses conclusions
and further work.

2 PROPOSED ATTACK SCHEMA
While deepfake creation seems to be more accessible than ever, we
already know that voice biometrics systems are not foolproof, as
mentioned in the previous section. We aim to examine how difficult
it is to spoof voice biometrics systems using deepfakes and what
measures might be taken to mitigate the threats posed by deepfakes
to voice biometrics systems.

A proof-of-concept on spoofing voice verification was presented
at the 2018 Black Hat conference by J. Seymour and A. Aqil [28].
They used a text-to-speech system to spoof Apple Siri andMicrosoft
Speaker recognition API. Now, three years after the publishing of
mentioned research, the topic remains more than actual.

Currently, there is only one publicly available incident report
involving synthetic speech. Fraudsters impersonated a CEO of an
energetic company and manipulated an employee to initiate a fraud-
ulent wire transfer worth 250k USD to their accounts [14].

We decided to focus on the area of customer verification in
companies providing customer care call centers (see Figure 1). A
non-malicious scenario involves the customer making a telephone
call to the call center. While the customer talks to the operator
about her’s or his request, the voice biometrics system verifies the
customer’s identity. The operator finally executes the requested
action of the customer.

1647



The dawn of a text-dependent society SAC ’22, April 25–29, 2022, Virtual Event,

In a deepfake scenario of an attack on a customer care call center,
the attacker synthesizes utterances with a speech of his victim in
advance. The attacker then makes a phone call to the customer
care service and begins to replay the prepared utterances to verify
his identity and initiate an unauthorized action of his choice. The
success of this scenario relies on the deepfake ability to spoof voice
biometrics systems as well as humans. We have already carried
out experiments to evaluate the human ability to distinguish be-
tween genuine and synthetic speech. The results suggest that the
human factor does not play any significant role in a scenario of this
kind. These results will be published as a part of our future work.
Nevertheless, for the scope of this work, the human factor will be
omitted.

2.1 System model
The target system might be a speech recognition system as de-
scribed in Section 4, or a more complex system incorporating a
speech recognition system. Bank or telephone operator call centers
use systems of the second category. The voice biometrics system
verifies the customer’s identity while the operator talks to the client.
In this case, not only the voice biometrics system is present as a
security measure, but also the human operator might spot the syn-
thetic speech and end the call before any incident happens. Our
idea of system model connected with attacker and victim is shown
in Figure 1.

2.2 Attacker model
An attacker is a person with the ability to create voice deepfakes,
and his goal is to gain access into a system secured by voice authen-
tication, such as a bank call center. The attacker is in possession of
all needed personal information about his victim, all needed details
about the typical scenario of the voice authentication process, and
finally samples of voice belonging to the victim.

The attacker will use all of this information to synthesize ut-
terances reproducing the victim‘s speech, and then in the most
believable way possible, try to access the system secured by voice
biometrics system and use the granted access to his advantage.

The ability to create voice deepfakes can be understood in two
main ways. The attacker is either able to collect and prepare enough
data to train his own speech synthesis tool or to get unauthorized
access into one of the commercial systems and misuse the stored
speech synthesis templates of registered users to synthesize speech.
The second type of attacker would be less powerful and probable,
as only a tiny portion of people use such commercial systems.

2.3 Victim model
A victim is any person that uses her’s or his voice to authenticate
into any system. We also expect the victim to be a regular computer
user or to possess a telephone. The voice samples of the victim can
be retrieved from any of the content posted online, such as videos
on social networks, YouTube, or even podcasts if available. Even
if the victim does not post on such platforms, the voice shall be
obtainable by recording a phone call.

2.4 Research questions
The experiments executed during this research might be divided
into three separate parts that follow up each other.

The first part aims to explore the technical feasibility of cloning a
voice of a selected individual. Two commercial and one open-source
text-to-speech synthesis tools will be tested to evaluate the needed
knowledge, data, and quality of the results. This part will answer
the following research questions:

• How difficult is it to create a synthetic copy (clone) of an
individual’s voice?

• How much data is needed to clone an individual’s voice in
usable quality?

The second part then uses the synthesized speech to verify the
resilience of voice biometrics systems to deepfakes. We compare
the quality of speech synthesized by each one of the tools with all
of the available voice biometrics systems using text-independent
and text-dependent verification if available. A dataset containing
deepfake and genuine speech for 100 English and 60 Czech speakers
will be created. Using the dataset, we will collect information on
the performance of deepfakes in text-independent verification. This
part will answer the following research questions:

• Are today’s voice biometrics systems capable of detecting
synthetic speech?

• How credibly are deepfakes able to reproduce the genuine
utterances in text-independent verification?

Based on observations, we noticed an interesting feature of text-
dependent verification we decided to examine more closely. The
third and final part thus focuses on the examination of the differ-
ence between text-dependent and text-independent verification.
As the text-dependent type examines not only the general voice
characteristics (independent of the content) but also the way how
a specific phrase is spoken, it seems to deliver more security when
facing a synthesized speech [15, 16]. To further examine this hy-
pothesis, we will create our own dataset containing phrases for
text-dependent verification, synthesize selected phrases, and com-
pare matching scores retrieved from both verification types. If we
confirm this hypothesis, we obtain a reliable, easy-to-implement
defense mechanism as a result of this part. This part will answer
the following research questions:

• Is text-dependent verification harder to spoof using deep-
fakes than text-independent verification?

3 RELATED WORK
In the previous section, we described the whole attack schema,
including the research questions that we focus on. Our work is not
the first one to be carried out in the area of voice biometrics systems
and synthetic speech. However, none of the currently published
researches examines this topic in such depth as we do. The main
focus in this area is given towards improvements of speech syn-
thesis, or deepfakes in general, and towards methods for deepfake
detection. Then, there remains a gray zone of usability of proposed
detection methods and usage in real-world environments.

This section presents the related work in all of the mentioned
areas and puts this work into the context of these areas.
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Existing datasets. Datasets relevant to the scope of our research
might be divided into two categories: deepfake datasets that contain
genuine and deepfake utterances of each speaker and datasets for
speech processing tasks that contain only genuine utterances of
each speaker. The deepfake datasets are mostly used to train and
develop systems for deepfake detection. The datasets for speech
processing are used for various tasks ranging from training speaker
authentication systems to speech synthesis systems. Unfortunately,
up to date, no standardized datasets to measure the performance of
voice biometrics systems in terms of robustness to deepfakes exists.

Deepfake datasets might be retrieved from the challenges aimed
to develop deepfake detection methods [34, 35] or might be cre-
ated using data provided for challenges aimed to measure advances
of deepfake creation as Voice Conversion challenge [36] or Bliz-
zard challenge [40]. Recently, new datasets designed for deepfake
detection tasks were proposed [7, 25, 38, 39].

Speech processing datasets are more easily accessible and also
more popular. The most popular ones might be stated as: Common
Voice Corpus 6.1 [1] consisting of 60 languages and more than 7k
hours of speech, LJ Speech [10] consisting of 24 hours of speech,
Vox Celeb [17] consisting of 2k hours of speech, Librispeech [20],
LibriTTS [37] providing speech from an extensive library of audio-
books or VoxLingua107 [31] consisting of speech in 107 languages.

Deepfake detection. Up to date, there is a considerable amount of
research in deepfake detectionmethods. Themost significant results
come from the ASVspoof challenge [34, 35] which is a biannual
event focusing on bringing the best deepfake detection methods
possible. There are also other important works related to our topic,
C. Borrelli et al. [3] proposes a method using short and long-term
prediction traces, T. Nguyen et al. [18] provides a survey on the
recent usage of deep learning for deepfake detection, R. Wang et
al. [33] proposes a framework that monitors the behavior of neurons
in a voice biometrics system based on neural networks.

Speech synthesis. A lot of research is being published in the field of
speech synthesis. The most notable publications for the scope of
this work are a framework for text-to-speech synthesis [12] by Y. Jia
and its implementation [4] by J. Corentin that we use in this work.
J. Shen et al. in [29] presented an architecture for text-to-speech
synthesis that is nowadays very widely used. A. Oord et al. in [32]
presented an architecture for a raw audio generation that is also
very often used in speech synthesis tools.

Usability. This research area stands somewhere in the middle of the
mentioned areas. We use knowledge from all of these areas, while
the usage of results does not fall into any of these categories. Cur-
rently, the only published research on usability of deepfakes to spoof
voice biometrics systems is from J. Seymour and A. Aqil [28]. The
authors use TTS synthesis, with models trained for each speaker
separately. Unfortunately, no greater detail on the used methodol-
ogy and data is provided. In contrast, our research examines the
aspects of deepfake creation in greater detail, uses tools utilizing
transfer-learning, provides deepfake datasets for the reproduction
of results, and, most importantly, focuses on the feasibility of such
attacks in real-world scenarios.

4 VOICE BIOMETRICS SYSTEMS
We have presented a scenario of using deepfakes to attack customer
call center secured by voice biometrics system and experiments
that evaluate the feasibility of the presented scenario. This section
defines the voice biometrics system as we understand it for the
scope of this work and values used to measure the performance
of such systems that we use later in experiments to evaluate how
credibly do deepfake imitates genuine speech.

The voice biometrics, or speaker recognition, the system provides
a biometric-based security process known as speaker authentica-
tion [15]. Freely translated, it means that the system authenticates
its users based on what they are by processing their unique voice
characteristics. There are two technologies: speaker verification and
speaker identification [15]. Verification is a process of determining
whether a person is who she or he claims to be, while identification
is a process of determining an identity of a person from a pool of
known identities [15, 16]. Speaker verification further divides to
text-dependent and text-independent [16]. Text-dependent verifi-
cation needs the same phrase to be spoken during the enrolment,
and in the verification phase, the text-independent verification, on
the other hand, has no restriction on the spoken content [16].

Shortly said, the voice biometrics system is a black box that
authenticates a person based on their own voice.

4.1 Performance measures of voice biometrics
systems

The performance of a biometrics system might be measured and
compared using numerous measures. The verification performance
evaluation is done by performing many genuine and impostor
attempts while the matching scores are saved. A genuine attempt
is performed by a user to match his own profile, and an impostor
attempt is performed by a user to match someone else‘s profile [23].
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Figure 2: User matching scores distribution by attempt type.

Saved matching scores can be used to plot user matching scores
distribution (see Figure 2) and to calculate error rates. The error
rates relevant for this paper are false non-match rate (FNMR) and
false match rate (FMR). These rates are calculated by applying a
varying matching score threshold to the matching score [23]. As
shown in Figure 3, FMR and FNMR are then used to calculate the
equal error rate (EER), which is a point where the FMR and FNMR
equal [23].
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Figure 3: FMR, FNMR and EER curves.

5 EXPERIMENT 1 - TECHNICAL FEASIBILITY
OF DEEPFAKE CREATION

Further sections discuss in detail the design, execution, and results
of experiments proposed in Section 2. The first experiment aims to
evaluate the technical feasibility of deepfake creation and acquire
knowledge on the potential attacker’s knowledge and determina-
tion. For every tool, a discussion on needed knowledge and final
usability is provided. Finally, this section concludes the overall
usability of the presented tools and the needed knowledge of an
attacker.

5.1 Speech synthesis tools
During this research, three text-to-speech tools were tested. Two
commercial tools: Overdub [6] and ResembleAI [26] and one open-
source tool Real Time Voice Cloning [4]. The quality of synthesized
speech was evaluated simply by listening to synthesized and gen-
uine recordings. We followed the principles described in ITU-T
Recommendation P.85 [19].

5.1.1 Descript Overdub. Descript is an audio/video editor provid-
ing AI features to edit and enhance recordings [5]. Overdub feature
allows the synthesis of speech in users’ own voice from the typed
text.

To provide training speech a pre-prepared transcript1 has to be
read. The minimal length of audio provided is 10 minutes. Thirty
minutes of recorded audio should provide production-ready re-
sults [6].

The usage of this tool is straightforward, and even individuals
without any extensive knowledge are able to synthesize speech
using the intuitive GUI. The quality of synthesized speech is very
high, and it really sounds like the target speaker.

5.1.2 Resemble AI. Resemble AI is an online platform for text-to-
speech synthesis. They provide both API and a web interface for
speech synthesis [26]. The training consists of reading prepared
sentences. A minimum of 50 sentences is required.

Speech synthesis might be modified by adding effects to the
written text. Provided effects include pause, emphasis, phoneme,
spelling each character, emotion, or substitute.

1https://coda.io/@overdub/overdub-scripts

This tool is simple to use and requires no more than a web
browser. The quality of synthesized speech is adequate; however,
much more training data than minimum must be provided. The
synthesized speech sounds like the targeted individual, even though
the pace is sometimes a bit off.

5.1.3 Real Time Voice Cloning. This open-source tool2 is an im-
plementation of the SV2TTS framework proposed by Y. Jia et al.
in [12]. As Figure 4 shows, the tool is composed of three separate
parts: encoder, synthesizer and vocoder [4, 12]:

• encoder conditions the synthesis network on a reference
speech signal from the desired target speaker

• synthesizer predicts amel-spectrogram of synthesized speech
• vocoder finally transforms the mel-spectrogram to speech

The tool features a toolbox that provides a simple GUI to syn-
thesize speech using pretrained models3. The advanced operation
must be done using a console application. The console application
provides scripts for data preparation, training, and speech synthesis.
When using the pretrained models, the usage simplifies to running
provided python scripts and providing needed target audio and
transcriptions.

The main feature of this tool is the ability to synthesize speech
based on short embedding recording. This makes the tool very
versatile, as the pretrained models are independent of the target
speaker.

The quality of synthesized speech might be marked as aver-
age. The speech is mostly recognizable, and the voice is similar
to the target speaker’s voice. Glitches and other imperfections oc-
cur mostly as long periods of silence. However, fine-tuning the
synthesizer model as proposed in [24] dramatically improves the
resulting quality. Thus, in further experiments, we use fine-tuning
for synthesizing all speech.

5.2 Experiment conclusions
While the commercial tools provided the most quality synthetic
speech, their usage is limited. The training of both tools required
to read prepared scripts of moderate lengths, which dramatically
increases the difficulty of the voice retrieval phase as shown in
Figure 1; moreover, the basic versions do not allow the creation of
more than one synthetic voice. Achieving quality of the commercial
tools with the open-source one is a demanding task; however, this
price is rewarded with absolute freedom regarding all aspects of
speech synthesis.

There are several factors why we believe that the attacker would
choose the presented open-source tool Real Time Voice Cloning
(RTVC):

• Only a very short embedding recording needed for speech
synthesis

• No pre-prepared training script needed
• Unlimited access to the tool and its source code
• No usage of third party services for malicious intents

This experiment has shown that synthesizing speech capable
of spoofing voice biometrics system might be just a matter of few

2https://github.com/CorentinJ/Real-Time-Voice-Cloning
3https://github.com/CorentinJ/Real-Time-Voice-Cloning/wiki/Pretrained-models
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Figure 4: Overview of framework implemented within the RTVC tool [12]

clicks in intuitive GUI. The commercial tools performed the best;
however, usage of these tools is limited.

All research questions were answered:
How difficult is it to create a synthetic copy (clone) of an
individual’s voice?

The difficulty is determined by the requirements on the resulting
quality and chosen approach. Synthesizing speech using commer-
cial tools is a very simple process; however, the usability is quite
limited. Synthesizing speech using an open-source tool requires
more extensive knowledge but provides broad possibilities of usage.
In summary, this process is not trivial and requires some knowledge
and time to get familiar with it. The demands on knowledge and
effort depend on the needed quality and usability of results.

When considering an attacker with no prior experience with
deepfake creation or speech synthesis tools, we estimate the time
needed to gain all of the needed knowledge to be 2 to 3 weeks.
How much data is needed to clone an individual’s voice in
usable quality?

The amount of data depends on the chosen approach. The RTVC
tool needs as little as a 5-second embedding recording to synthe-
size target speech. To achieve higher quality results, fine-tuning is
needed, which needs at least 0.2 hours of transcribed speech. We
estimate this amount of data to be easily obtainable for most of the
attackers, making almost every person a suitable target. More data
is needed if the attacker plans to create a new model from scratch,
around 20 hours of transcribed speech.

6 EXPERIMENT 2 - TEXT-INDEPENDENT
VERIFICATION AND DEEPFAKES

The first experiment has shown that speech synthesis does not
require expert domain knowledge of speech synthesis or process-
ing. The following experiment examines the usability of synthetic
speech to spoof voice biometrics. Firstly, we show that deepfakes
present a severe threat to voice biometrics systems. Secondly, we
create our own deepfake dataset containing English and Czech
speech and examine the aspects of spoofing voice biometrics on a
bigger scale. We decided to add the Czech speech as we are curi-
ous about the performance of speech synthesis using uncommon
models and languages.

6.1 Used voice biometrics systems
During our research, wewere able to get hands-on two voice biomet-
rics systems: Microsoft Speaker Recognition API [16] and Phonexia
Voice Verify demo [22]. Unfortunately, no companies developing
voice biometrics systems that we reached out to wanted to cooper-
ate.

The Phonexia Voice Verify demo provides only a browser in-
terface and verification through a telephony provider. Also, no
numerical value on the result is provided, only the result itself.
The Microsoft Speaker Recognition API features REST API and the
verification result as a numerical value, making it more suitable for
bulk testing and comparison of results. According to these facts, the
majority of the experiments were executed using Microsoft Speaker
Recognition API.

6.2 Experiment design
At first, we examine how the selected voice biometrics systems be-
have when authenticating genuine speech. Secondly, we compare
speech synthesized using all tools described in Section 5. Finally,
we create a deepfake dataset using the RTVC tool, and then we
examine the differences between genuine and deepfake speech us-
ing Microsoft Speaker Recognition API. We use only the RTVC
tool because we believe that a potential attacker would choose this
tool and the Microsoft Speaker Recognition API because of the
definite result of the verification process that is easy to compare.
We examine the differences by collecting matching scores of the
genuine, impostor, and deepfake attempts. Then we compare col-
lected matching scores by plotting score distribution plots and FMR,
FNMR curves. The matching score calculation depends on the type
of the recording and follows this scheme:

Genuine matching scores will be calculated for each of the
speakers by creating a voice profile using enrolment recording
and then calculating the matching score for each of the speaker’s
recordings, even the enrolment one against the created voice profile.

Impostor matching scores will be calculated for each of the
speakers by creating a voice profile using enrolment recording and
then calculating matching scores of recordings of other speakers
against the created voice profile.

Deepfake matching scores will be calculated for each speaker
by creating a voice profile using enrolment recording and then
calculating the matching score of each speaker‘s deepfake recording
against the created voice profile.

6.3 Dataset
We created a new deepfake dataset because the current availability
of English deepfake datasets is minimal, and no Czech deepfake
dataset exists. As we stated before, there is currently only one
dataset containing both genuine and deepfake speech, and the
others have to be created by combining provided genuine speech
and published deepfake speech. Moreover, this way, we can really
explore all of the needed knowledge, time, and data needed to syn-
thesize speech intended to be used maliciously and understand the
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Figure 5: Matching scores distribution graphs (top) and FMR / FNMR graphs (bottom). The left plots represent created English
deepfake dataset. The middle plots represent created Czech deepfake dataset. The right plots represent the ASVSpoof 2019
challenge dataset [34].

attacker’s profile even more deeply. The dataset consists of genuine
and deepfake speech of 100 English and 60 Czech speakers selected
from the Common Voice Corpus [1]. The speakers were selected
according to the count of the recordings available; only speakers
with the highest count were selected. The longest recording was
selected for each speaker as enrollment recording for MS Speaker
Recognition API and a template recording for speech synthesis. The
remaining recordings were used to fine-tune the synthesizer model.
Transcription for synthesized English and Czech utterances can be
found in Appendix A. All of the synthesized recordings were then
collected into a dataset and published4.

6.4 Experiment execution
We obtained initial score and behavior baselines by verification of
genuine speech. For each verification type and voice biometrics
system, we used one person’s speech and collected the results for
dozens of attempts. Table 1 shows the average calculated matching
scores of Microsoft Speaker Recognition API. The genuine match-
ing scores are from interval [0.70, 0.95], and there seems to be no
difference in text-dependent and text-independent matching scores.
Phonexia Voice Verify demo accepted all of the genuine attempts
even when we tried to change our speech, like speaking slower or
in a deeper voice.

Using all of the tested tools, we synthesized speech and verified
it against the created profiles. For the Overdub tool, we provided 30
minutes of training audio. For the Resemble AI tool, we provided
150 training sentences. In the case of the RTVC tool, we used the

4https://drive.google.com/drive/u/2/folders/1vlR-TA7gjKzjYylxzRnA_HzZEyWiLeOk

Table 1: Achieved average matching scores for each type of
verification using Microsoft Speaker Recognition API.

Verification type Matching score
text-dependent 0.83815
text-independent 0.82174

provided pre-trainedmodels. The onlymodificationwas fine-tuning
the synthesizer model for the target speaker by doing additional 1k
iterations using 0.2 hours of speech. As Table 2 shows, the commer-
cial tools were very close to the genuine matching scores, while the
RTVC tool fell a bit behind. We compare the best-achieved deep-
fake matching scores to average genuine matching scores to gain
an insight into how an attack under favorable conditions would
perform.

Table 2: Best achieved matching scores for each TTS tool for
each type of verification using Microsoft Speaker Recogni-
tion API.

Verification type Tool Matching score
text-dependent RTVC 0.59272

Overdub 0.64144
Resemble AI 0.55970

text-independent RTVC 0.62365
Overdub 0.79611
Resemble AI 0.60146
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As the Phonexia Voice Verify demo provides verification only
through a telephone, we decided to replay the synthesized speech
from a notebook speaker to a phone placed nearby. As shown in
Table 3, commercial tools were able to synthesize speech that passed
the verification process. The RTVC tool performed worse, with
verified and rejected parts of the recording resulting in a rejection.

Table 3: Results of malicious verification in Phonexia Voice
Verify demo using the best recording synthesized with each
of the used tools.

Tool Verified
Overdub yes
Resemble AI yes
RTVC no

After validating that the voice biometrics systems tend to accept
deepfakes, we proceeded to test the created dataset. As Figure 5
shows, the deepfake dataset performed very well. The deepfake
matching score distributions almost identically overlay the genuine
matching score distributions. The FMR and FNMR plots show a
significant increase in the EER value between genuine and deep-
fake plots. The overlap of genuine and deepfake matching scores
indicates that there was no difference in how the voice biometrics
system processed genuine and deepfake speech. The increase in
EER value shows that presenting deepfake speech to the voice bio-
metrics system increases the number of mistakes the system makes
in terms of false accepts.

For comparison, we collected matching scores for the ASVspoof
2019 challenge dataset [34] as seen in Figure 5. In contrast to our
dataset, the deepfake matching scores are distributed almost evenly
through the whole matching score range. However, the increase in
EER value is very similar to our dataset.

This comparison shows that even an inexperienced attacker is
able to reach the quality of deepfakes created by people with ex-
tensive domain knowledge. Data obtained from all of the datasets
implies that deepfakes indeed have the ability to credibly repro-
duce genuine speech and to spoof voice biometrics systems. The
deepfakes of the highest quality are even able to perform better
than the genuine recordings.

6.5 Experiment conclusions
The experiments have shown that deepfakes do have the ability to
spoof voice biometrics systems. The created dataset achieved results
comparable to other datasets containing deepfake speech used to
train detection tools or showcase speech synthesis advancements.

All research questions were answered:
Are today’s voice biometrics systems capable of detecting
synthetic speech?

This experiment has shown that the tested voice biometrics
systems were unable to detect synthetic speech. This indicates that
the voice biometrics systems might not be able to detect deepfakes.
To further confirm this answer, more robust testing with more voice
biometrics systems must be executed.
How credibly are deepfakes able to reproduce the genuine
utterances in text-independent verification?

As shown in matching score distributions, deepfakes are able to
reproduce the genuine utterances very precisely. In the case of our
dataset, the deepfake matching scores almost exactly reproduced
the genuine ones. This puts deepfakes into a position of a dangerous
means to spoof the voice biometrics systems.

7 EXPERIMENT 3 - TEXT-DEPENDENT VS.
TEXT-INDEPENDENT VERIFICATION

During the previous experiments we noticed an interesting differ-
ence between matching scores calculated using text-dependent and
text-independent verification. The text-dependent verification has
constantly provided higher genuine matching scores and lower
deepfake matching scores than the text-independent variant. We
decided to explore this anomaly in deeper detail to find out whether
it is just a random event or a feature that can be used as a counter-
measure.

7.1 Experiment design
The Microsoft Speaker Recognition API provides text-dependent
verification with a set of predefined phrases [16]. Unfortunately, no
publicly available dataset contains these phrases, so we will create
our own dataset for the scope of this experiment as described in
Section 7.2. Using the recorded dataset, for each speaker, the syn-
thesizer model of the RTVC tool will be fine-tuned for additional 1k
steps, and then each used phrase will be synthesized ten times. Af-
terward, matching scores for both genuine and deepfake utterances
will be calculated the following way:

A text-dependent profile will be created for each speaker, and
the genuine and deepfake matching scores for each phrase will be
calculated.

A text-independent profile will be created, using recordings
from the training set. Afterward, for each speaker, the reference
utterance and deepfake utterances will be used to calculate the
matching scores.

After collecting all the matching scores, we will compare the
differences between both of the verification types. We will calculate
the average matching scores and the deviations of the scores.

7.2 Dataset
We decided to create a small dataset to create a proof-of-concept.
The dataset consists of 5 speakers, four male, and one female. The
dataset consists of phrases for text-dependent verification and other
utterances to fine-tune the RTVC tool used for speech synthesis.
The phrases used for text-dependent verification were selected to
include phrases of all lengths:

• my name is unknown to you
• my voice is my passport verify me
• I am going to make him an offer he cannot refuse

Each phrase is recorded five times in total, where the first four
recordings are used for text-dependent profile enrolment, and the
fifth recording will be used as a reference to calculate the genuine
matching score. The training set will consist of 75 sentences ran-
domly selected from the transcripts of the Common Voice Corpus
and the Harvard Sentences5.
5https://www.cs.columbia.edu/~hgs/audio/harvard.html
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Figure 6: Comparison of scores calculated for text-
dependent and text-independent verification using the
same genuine and deepfake recordings for both verification
types.

7.3 Experiment execution
After collecting all of the matching scores as proposed before in
this section, we processed the results. As Figure 6 shows, there
is a notable difference between genuine and deepfake matching
scores of text-dependent verification, while this difference almost
vanishes within text-independent verification matching scores. The
drop in genuine matching scores between text-dependent and text-
independent verification and the increase in deepfake matching
scores between these two is evident. The text-independent genuine
and deepfake matching scores are much more similar than the
text-dependent ones.

7.4 Experiment conclusions
We created a new dataset to experiment with text-dependent ver-
ification provided by MS Speaker Recognition API. Even though
the created dataset consists of speech for five speakers, the col-
lected data was enough to show that the difference between text-
dependent and text-independent verificationwhen facing deepfakes
is not a random event.

All research questions were answered:
Is text-dependent verification harder to spoof using deep-
fakes than text-independent verification?

As the results show, the deepfake matching scores differ vastly
from the genuine ones. This difference almost vanished when using
text-independent verification. This implies that it is much easier
to reproduce the matching scores of text-independent verification,
which puts the text-dependent verification into a position of the
more secure one when facing deepfakes. To completely verify this
hypothesis, more robust testing must be carried out.

The impact of this finding is crucial for improving the current
security of voice biometrics systems when facing deepfakes. Text-
dependent verification is a well-known method that is surely im-
plemented in many systems. This way, the resilience of voice veri-
fication to deepfakes might be significantly improved without the

need for any extensive changes or additions to the voice biometrics
system. Even though this finding requires to be examined in deeper
detail on more robust experiments, current results look promising.

8 CONCLUSIONS
We have shown that deepfakes do present a serious threat to voice
biometrics systems. As shown, the voice biometrics systems that
do not explicitly implement any kind of liveness detection can be
easily spoofed. The creation of deepfakes with the capability to
spoof such systems might be generalized to finding a proper GitHub
repository, learning to work with it, collecting voice samples of
the victim, transcribing the voice samples, and finally synthesizing
speech. Even though most of the models and tools are suited for
the English language, it is possible to synthesize speech in different
languages in decent quality without any extensive knowledge on
speech synthesis or processing.

We show that using text-dependent verification has the ability to
mitigate the threats posed by deepfakes to voice biometrics systems.
This approach might be used as the currently simplest method of
protection against synthetic speech.

To set our results into the context of the proposed attack sce-
nario, we can say with certainty that the scenario is feasible. As
shown, spoofing voice biometrics systems is feasible, and as we
stated before, adding a human factor into this scenario does not
significantly increase security. Regarding these facts, an attack on
a customer care call center secured by a voice biometrics system is
definitely accomplishable.

To further extend the scope of this research, more robust experi-
ments have to be executed to validate the results and used methods.
We plan to test more voice biometrics systems on their resilience to
deepfakes, to create a larger dataset for a more extensive compari-
son of text-dependent and text-independent verification in different
languages, or to create a framework and datasets for testing the
performance of deepfake detection techniques and finally to extend
the research to cover more languages.

A DATASET TRANSCRIPTION
The following sentences were synthesized to create the English
deepfake dataset discussed in Section 6:

(1) My voice is my passport verify me.
(2) October arrived, spreading a damp chill over the grounds

and into the castle.
(3) Hello. Yes, I would like to inform myself on the topic of

spoofed voice and the security implications.
(4) In some cases specific syllables and particular words are

consistently represented by specific syllables.
(5) The black cat has reflexes, agility and stamina of an olympic

level acrobat.
(6) The grape is still popular in North Africa, Algeria, Morocco

and Tunisia.
(7) Eight minutes later she went to general quarters and enemy

bodies were reported.
(8) Elisabeth attended university of Chicago Laboratory schools.
(9) Hale docking occurs in one of two ways.
(10) Debatemay also end if no senator wishes tomake any further

remarks.
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The following sentences were synthesized to create the Czech
deepfake dataset discussed in Section 6:

(1) Tato pláž byla oceněna modrou vlajkou.
(2) Domníval jsem se, že to bude představovat tisícové náklady.
(3) Každoročně se schází vrcholný výkonný orgán tvořený hlav-

ami států nebo předsedy vlád členských států.
(4) Tento typ strukturální podpory je příležitostí, jak dosáhnout

našich cílů.
(5) Kvůli nedostatku přesnosti se moderní porodnictví termínu

vyhýbá.
(6) Z mezinárodního hlediska se používá vždy mezera.
(7) Musíme i nadále podporovat naše zemědělce při modernizaci

jejich podniků.
(8) Menšími úpravami prošla také karoserie.
(9) Kanada patří mezi nejdůležitější partnery, které Evropská

unie má.
(10) Hráč si může udělat i své vlastní návštěvníky.
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Abstract. With the increasing integration of voice assistants in smart
home systems, concerns regarding their security, especially regarding per-
sonal information access and physical entry control, have escalated. This
is further amplified by the rapid development of generative AI meth-
ods, which bring new types of attacks. Therefore, we focus on modern
voice assistants and their resilience against deepfake spoofing attacks. We
rigorously assess the resistance of smart devices to sophisticated audio
impersonation techniques. In detail, we evaluate voice assistants on four
devices (Google Assistant, Siri, Bixby, and Alexa) with 72 test subjects.
Subsequently, we conduct a comprehensive security analysis to determine
the extent of potential impacts stemming from identified vulnerabilities.
Our findings contribute to the enhancement of voice assistant security,
ensuring safer and more reliable utilization in domestic environments.

Keywords: Deepfake · Voice Assistant · Security Analysis · Spoofing
Attacks · Voice Biometrics

1 Introduction

Digital Assistants (a.k.a. Virtual Assistants, Intelligent Personal Assistants, or
Artificial Intelligence Assistants) are becoming increasingly popular due to their
growing sophistication and capabilities. These assistants are integrated into
devices such as smart speakers, smartphones, or web services and use advanced
AI approaches to perform individual tasks, answer questions, maintain conver-
sations with users, and retain information for issuing reminders and warnings
based on environmental constraints like time and location [27].

Around 3.25 billion Voice Assistant (VA) devices were purchased globally
until 2019. Estimates indicate that by the end of 2024, the number of VA devices
will surge to approximately 8.4 billion units, a figure equivalent to the world’s
population [14]. Many VAs employ speaker recognition to offer individual users
personalised responses or authorise access to private data such as calendars or
notes [28]. However, the use of VAs in home automation poses a plethora of
security risks to users. If the authentication in VAs were easily evaded, it would

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
J. Garcia-Alfaro et al. (Eds.): ESORICS 2024, LNCS 14982, pp. 66–84, 2024.
https://doi.org/10.1007/978-3-031-70879-4_4



Resilience of Voice Assistants to Synthetic Speech 67

have severe consequences on home automation or leakage of the user’s personal
information. Moreover, smart home automation may grant physical access, which
means that attacks can extend the cyber layer to reach the physical world.

For example, in 2020, an online streamer’s residential address was inadver-
tently disclosed by activating a voice assistant [25]. While conducting a live
stream, where the streamer was asleep, a viewer donated $25 and attached a
voice command as a message, “Alexa, what is my current location?” This com-
mand, read aloud by the stream’s text-to-speech system for donations, uninten-
tionally triggered the streamer’s voice assistant device. The device responded by
audibly revealing the streamer’s location, effectively resulting in an unintentional
doxxing1 incident.

On the contrary, developers of voice assistants usually allow only less sensi-
tive operations to be carried out by voice commands. Nevertheless, third-party
developers or end users may still use these assistants to unlock doors or authorise
payments [1–3]. In the event of misuse of an assistant in this setting, a potential
attacker can gain private information about the users, gain physical access to
the home, or cause financial harm.

In addition to the traditional threats to the VAs, researchers need to focus on
the new challenges and threats brought by the rapid development of Artificial
Intelligence (AI), which motivated our research. Therefore, in this paper, we
focus on deepfakes attacks on VAs.

Deepfakes are a subset of synthetic media (images, video, speech) automat-
ically generated by AI [7]. There are already several attacks on voice biometric
systems which utilise voice deepfakes [16]. Hence, we conjecture that voice assis-
tants are also prone to deepfake spoofing regarding impersonating the victims.
Using deepfake technology, the attacker can produce the desired commands in
the victim’s voice and play them to the assistant [22], which accepts them as
legitimate and executes requested unauthorised action (e.g., opening the doors).

Due to the rising concerns about the resistance of these assistants against
deepfake spoofing attacks, we conduct an empirical study that assesses the
resilience of the most widespread voice assistants nowadays. We examine four
separate assistants and their resistance to replay and deepfake spoofing attacks.
The replay attacks provide an attack baseline, as they are one of the simplest
means of spoofing voice biometrics systems.

In the case of deepfakes attacks, we first select a few publicly available tools
to synthesise deepfake speech. Subsequently, minimal voice samples from 72
involved participants are collected to create a synthetic voice of users for each
tool. Each user registers at all devices and the created synthesised output is then
replayed from another device to attack the VA with the appropriate commands
for each user. For better comparison, we also perform a simple replay attack.
We utilise a realistic attack vector and exploit that some VAs do not distinguish
the source of the sound [6,20,35].

1 The act of publicly providing personally identifiable information about an individual
or organisation.
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Contributions. The main contributions of this paper can be summarised as
follows:

1. We experimentally demonstrate the vulnerability of four voice assistants to
attack based on voice deepfakes and replay attacks.

2. As part of the experiment, we also evaluate the suitability of the selected
speech synthesis tools for this type of attack.

3. We analysed the proposed scenarios to evaluate the security impacts of
demonstrated attacks.

2 Voice Assistants

Voice assistants belong to the voice-user interface (VUI) category. They are soft-
ware applications that run in the background of voice command devices and are
activated on the signal of particular phrases such as “Hey Siri ...”, “Alexa ...”
or “Hey Bixby ...”. The user interacts with the voice assistant using a voice
command. The voice assistant has a “keyword spotting” technology that recog-
nises its wake-up command from ordinary speech [24]. Some of the assistants
offer automatic speaker recognition (ASV). ASV means that the assistant can
identify a person by their voice. Such a system first parses the user’s voice and
then creates a unique acoustic model or voiceprint of the user’s voice [19]. Voice
assistants such as Siri, Alexa or Bixby are equipped with ASV.

Voice assistants are often used with a smart speaker combination like Apple
Homepod or Google Nest. A Smart Home is created when these speakers are
connected to other home appliances. Such a home allows the user to use a phone
or other input device to remotely control home appliances through the Internet
connection. Thus, the user can control, for example, the temperature in the
house, the lights or the security access to the house.

The vulnerabilities of voice assistants depend on the policies set by the user.
For example, Amazon Alexa offers only limited features, but in combination
with ASV it opens up a new set of policies, such as letting Alexa address you by
name, entering personal events in the calendar, playing music, creating personal
notifications, and letting Alexa say all the notifications or shopping online. All
of these functionalities can be limited in the settings. Still, as the limitations
increase, the assistant becomes more secure but ceases to be useful due to the
functionalities’ limitations, which is counterproductive. One of the most attrac-
tive things to an attacker is personal information such as calendar data, contact
names or devices linked to the assistant.

3 Related Work

The related work might be split into three logical and follow-up parts: speech
synthesis, spoofing attacks on biometric systems, and spoofing voice assistants.
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3.1 Deepfake Speech Synthesis

Deepfake speech is currently created (synthesised) using specialised tools that
rely on deep learning methods [17]. Generative Adversarial Networks (GANs)
or Variational AutoEncoders (VAEs) are often employed. We distinguish two
techniques for creating deepfake speech: text-to-speech synthesis (TTS) or voice
conversion (VC) [17]. TTS consumes written text and an embedding utterance
and produces deepfake speech that sounds like the speaker on the embedding
utterance. VC, in contrast, consumes a pair of utterances. A source utterance
with the desired phrase and a target utterance and outputs the source phrase
spoken in the speaker’s voice on the target utterance.

The state-of-the-art speech synthesis tools work in zero or few-shot settings,
requiring only a very short embedding (or target) utterance to synthesise the
desired target speech. Moreover, the emphasis is given to multilingual models
that can synthesise speech in multiple languages, even ones not seen during train-
ing. One of the currently best-known open-source tools is CoquiAI2. CoquiAI
integrates multiple models and provides a user-friendly interface for speech syn-
thesis tasks. The models include VITS [21] model, which combines variational
inference, normalising flows, and adversarial training to enhance speech gener-
ation. It features a stochastic duration predictor for synthesising speech with
diverse rhythms from text, effectively capturing natural speech variations in
pitch and rhythm. YourTTS [12] builds on the VITS architecture but adds mod-
ifications to allow multi-speaker and multilingual training. These modifications
include using raw text as input instead of phonemes, stochastic duration predic-
tor, or the affine coupling layers of the decoder, encoder, and vocoder, which are
conditioned on external speaker embeddings. TorToise [8] is an expressive, multi-
voice TTS system applying recent advancements in image generation to speech
synthesis. The field of image generation has significantly progressed with autore-
gressive transformers and denoising diffusion probabilistic models (DDPMs),
which treat image creation as step-wise probabilistic processes utilising exten-
sive data and computation. Initially developed for images, these techniques are
now adapted to enhance speech synthesis.

3.2 Spofing Attacks on Biometrics Systems

Alegre et al. [5] stated that a generic biometric system might become vulnerable
to voice synthesis, voice conversion, impersonation, and replay attacks. In the
impersonation attack, another person imitates a voice to break biometric authen-
tication. It has been proven that an attacker does not need to be a proficient
voice impersonator to fool the ASV technology [30].

Evans et al. [15] tested the robustness of various ASV systems, showing very
worrying results. Wu et al. [34] shows that replay attacks of a recording of a male
voice were tested with a false acceptance rate (FAR) of 78.36% and a female
voice with a FAR of 65.28%, which is enormously high. Replay attacks were

2 https://github.com/coqui-ai/TTS.
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previously seen as a major threat to ASV because of the complexity of creating
a synthetic voice, but this is no longer true. As the population’s awareness of
deepfakes grows, people learn about all the possibilities of what they can do with
deepfakes and methods of creating them are becoming more public [17].

Recent studies [16,29] have shown that deepfake spoofing attacks on biomet-
rics systems are possible. Creating high-quality deepfakes is currently just a mat-
ter of minutes with paid services that allow fast and reliable voice cloning [17]. As
the studies mentioned, the biometrics systems have no default ways to prevent
such attacks.

3.3 Spoofing Voice Assistants

Recent studies have scrutinised the security of Voice Assistants (VAs) used in
smart devices, given their integration into daily tasks and control of smart home
devices. Focusing on the two prevalent VAs, Google Assistant and Siri, Bilika
et al. [9] have investigated the robustness of their protection mechanisms, which
are designed to limit sensitive operations to device owners. The study involved
participants training these VAs to recognise their voices, followed by attempts to
breach the systems using deepfake commands from participant-provided voice
samples. The findings revealed that over 30% of the synthetic voice attacks
successfully triggered the VAs to execute potentially hazardous tasks. Notably,
the effectiveness of attacks varied significantly between the two vendors and
displayed a gender bias in one instance.

Nacimiento-Garćıa et al. [26] explored the potential of spoofing attacks on
Amazon Alexa. The approach centred on deploying YourTTS, a text-to-speech
synthesis system, through a Telegram bot to generate cloned voice samples.
These artificially synthesised voices were then employed to attempt imperson-
ation attacks against Alexa to circumvent the voice profile-based identification
mechanisms. The experiments aimed to verify the feasibility of conducting unau-
thorised activities by deceiving the voice recognition capabilities of these systems.

Finally, a proof-of-concept study [32] with 12 participants examined the
potential exploitation of VAs through voice deepfakes. This research aimed to
demonstrate the ease with which malicious entities could access privacy-sensitive
data via Google Assistant, Alexa, and Siri. The study’s experiments involved
training a voice deepfake model with samples from participants and testing the
model’s effectiveness against the three digital assistants. The findings confirmed
the viability of voice deepfakes to successfully extract sensitive information, such
as birth dates, addresses, and personal contacts.

Our study markedly advances the field by substantially expanding the respon-
dent pool to 72 individuals, which exceeds previous research efforts and aligns
with the guidelines for qualitative studies of this nature [10]. Furthermore, we
examine a broader range of voice assistants, incorporating tests on the four most
popularly used models [11,31]. Crucially, our work includes a comprehensive
threat analysis, meticulously evaluating the potential impacts and implications
of our identified vulnerabilities.
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Table 1. Individual voice assistants, their features and the software used.

Features Google Assistant Siri Alexa Bixby

Wake Word “Hey Google” “Hey Siri” “Alexa” “Hi Bixby”

Speaker recognition Yes Yes Yes Yes

NLP Yes Yes Yes Yes

Software Google Assistant iOS, WatchOS Alexa app Bixby app

4 Experiments

The experimental part examines the resilience of Voice Assistants to deepfake
spoofing attacks. More specifically, whether voice assistants using automatic
speaker recognition to identify a user can be spoofed using deepfake recordings
of the user to reveal private information, cause financial harm, etc. We focus on
the voice assistants Siri, Alexa, Bixby and Google Assistant. The parameters of
the VAs are displayed in Table 1.

There are many methods how to carry out this attack, e.g., the adversary
plays back the so-called sound near the VA, or the sound is reproduced by a
smartphone or by inserting a malicious command into the TV or radio, which
triggers the VA.

Our experiment only targets user authentication in the English language. All
the tested assistants allow voice authentication to an enrolled voiceprint, which
consists of repeating predefined phrases.

Every subject involved in the experiment was first enrolled into four voice
assistants and then recorded to create the deepfake speech. While prepar-
ing speech synthesis models, the participant tested the acceptance rate of the
bonafide trials, after which the subjects’ cooperation was no longer necessary.
Finally, we tested the acceptance rate of replay and deepfake spoofing attacks.

Our preliminary experiments observed that speaker recognition is performed
only during the wake word recognition. The commands that follow the wake
work after successful authentication may thus be spoken by an arbitrary speaker
with no effect on the results [13]. Thus, we use this fact to simplify the executed
experiments by testing only the wake word, not the whole content of the requests.

4.1 Used Speech Synthesisers

To create deepfake speech, we used four state-of-the-art speech synthesisers in a
text-to-speech (TTS) setting. We selected two commercial (paid) and two open-
source tools to cover the whole range of available tools, as shown in Table 2.
CoquiAI3 is a paid service offering text-to-speech services. The synthesis models
allowed uploading a short embedding recording and then synthesising speech
with the speaker’s voice from this recording. The minimal length was set to
three seconds.

3 Discontinued in 12/2023.
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Table 2. Overview of employed speech synthesisers.

Name Type Min. Enrollment sample Used Enrollment sample

CoquiAI paid 3 s 20 s

ResembleAI paid 25 sentences 25 sentences

TorToiSE open-source 6 × 10 s 8 × 20 s

XTTS open-source 3 s 20 s

ResembleAI4 is a paid service offering text-to-speech and voice conversion. To
create a deepfake voice, the user must read and record pre-defined sentences in
the application interface. The minimum requirement is 25 sentences.
TorToiSe5 [8] is an open-source text-to-speech tool. It allows a few-shot speaker
adaptation using six ten-second utterances as embeddings.
XTTS6 is an open-source text-to-speech tool. It allows a few-shot speaker adap-
tation using one at least three-second utterance as embedding.

4.2 Environment Description

All experiments were conducted in a quiet room with doors and windows closed
to simulate the home environment where the voice assistants are being used. The
assistants were placed on a table approximately one meter from the respondent,
approximately one meter apart. These settings remained uniform for all trials
and respondents.

4.3 Details of the Setup

The preliminary part of the experimental part tested whether automatic speaker
recognition (ASR) was performed only for wake-word spotting or for the whole
voice command. We took six respondents and grouped them into pairs. Person
A was registered with the assistants. Person A activated the assistant using the
wake word, and person B said an arbitrary voice command. This process was
repeated five times for each pair. In every case, the assistant responded to the
voice command of unregistered person B. The results thus confirm our hypothesis
that the ASR is only performed for wake-word spotting. Thus, the attacker
only needs to wake up the assistant using a spoofed voice and then deliver the
voice command in his voice. Because of this behaviour, we can simplify further
experiments only to test if the wake word is recognised, as the remainder of the
voice command does not play a role [13].

4 https://www.resemble.ai/.
5 https://github.com/neonbjb/tortoise-tts.
6 https://github.com/coqui-ai/TTS.
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The experiment began with each participant signing a consent to partici-
pate in the experiment that collects anonymised data related to voice phrases.7

Afterwards, the participant is enrolled into all voice assistants using standard
procedures as instructed by the enrollment wizard. With all assistants set, each
participant performed 30 bonafide authentication trials with each assistant.

The next step was to record the participant’s speech and create a deepfake
speech. Ninety sentences were recorded in total, where the first eight sentences
were the wake words for the assistants (two sentences per assistant) to test the
replay attacks. The following 25 sentences were used as enrollment recordings for
the Resemble AI tool and the rest for the remaining speech synthesis tools. The
sentences were uploaded to the Resemble AI tool to create a deepfake synthesis
model. Meanwhile, all the remaining recorded sentences were concatenated into
eight recordings, each consisting of approximately 20 s of speech. These record-
ings were provided to the TorToiSe as embeddings. Finally, the first of the eight
concatenated recordings were used as an embedding recording for CoquiAI and
XTTS tools. Using each tool, we synthesised one recording containing the wake
word for each assistant. We used 16 recordings for each participant (four assis-
tants and four synthesisers). The synthesis was executed in an iterative manner;
we subjectively evaluated the naturalness and noise in the deepfake recording
every time and repeated the synthesis until the recording contained comprehen-
sible speech without significant noise. On average, we had to repeat the synthesis
process one to three times.

After testing the bonafide attempts and recording enrollment samples, the
participants’ jobs were over, and we continued our experiments as follows. First,
we tested the replay attacks by replaying the original sentences with wake words
for each assistant. Then, after synthesising all the deepfake speech, we continu-
ously played the wake words synthesised using different tools to all assistants.

The experimental procedure for each participant consisted of several stages,
which lasted approximately 1 h and 30 min. The breakdown of this time is as fol-
lows: registering with the voice assistants took 10 min; recording the participant’s
speech was a 15-min process; conducting the genuine trials also took 15 min. The
creation of deepfakes varied in time, ranging from 10 min to an hour, largely
depending on the server load during ResembleAI’s training phase. In addition,
replay attack trials were completed in 10 min, while deepfake spoofing attacks
took 40 min to test. Consequently, the total time to complete experiments across
all respondents was two months.

We opt not to include the bonafide tests in our study, primarily due to
their time-consuming nature and lack of variability in results. Our initial testing
with 36 respondents yielded consistently high success rates (over 95% accuracy),
indicating a plateau in data variability. As a result, we decided to omit this
part of the test, thereby reducing the engagement time for each respondent by
approximately 15 min. This decision does not affect the validity of our study. It

7 Note that this experiment was reviewed by our institutional review board who con-
firmed that no private or personal data are stored while all other collected data are
properly anonymised.
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Table 3. Devices and their specific versions used in experiments for individual assis-
tants.

Voice Assistant Device Software version

Google Assistant Google Nest Mini 2 gen. 2020 2.57.375114

Siri iPhone SE iOS 16.6.1

Bixby Samsung Galaxy A53 5G Android 13

Alexa Echo Dot 4 gen. 2020 9295801732

reflects that voice assistants, as commercial products are optimised for usability,
often prioritising usability over security. This optimisation inherently leads to
high acceptance rates in bonafide mated trials, as evidenced by our preliminary
results, where, at most, only one in thirty trials were unsuccessful.

The success rate was computed to evaluate the efficacy of each verification
attempt. The ratio of successful trials to total trials (30) was calculated dis-
tinctly for each unique combination of participant, VA and speech synthesiser.
This ratio was then converted into a percentage, representing the proportion
of successful trials out of the total trials conducted. The success rate serves as
a critical metric, with an ideal rate approaching 100% for bonafide mated tri-
als8, indicating high reliability, and conversely, approaching 0% for replay and
deepfake spoofing attacks, indicating robust security. The success rate for each
participant, assistant and synthesiser was calculated using the formula:

success rate (%) =

(
number of successful trials

30

)
× 100

Finally, it was necessary to use the same version of the software throughout
the entire measurement period to avoid possible deviations in the measurement
that could occur due to fixing various bugs or improving the assistants‘ features.
The setup of the assistants can be seen in Table 3.

5 Experimental Evaluation

To test the resilience of voice assistants to deepfake speech, we collected results
from 72 respondents. Each respondent created their profile in the tested assis-
tants, and then we evaluated the resilience of these assistants to replay and
deepfake spoofing attacks.

The testing group was composed of 72% males and 20% females. 84% of
respondents had Czech nationality, 14% were Slovak, and 2% were Ukrainian.
The age distribution was as follows: 55 young participants (19–34 years), nine
early middle-aged (35–49 years), six late middle-aged adults (50–65 years), and
two elderly (66 and more).

8 Verification attempts where a legitimate user’s voice sample is presented to their
voice assistant.
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Fig. 1. Success rates of attacks on voice assistants.

The baseline – bonafide attempts were collected for 36 respondents, where
the success rate steadily remained over 95%. Due to no changes in the observed
success rate, we dropped the bonafide testing to preserve the respondents’ time.
The assistants are primarily set for usability, documented by the high success
observed.

The breakdown of attack success rates is shown in Fig. 1. The replay attacks
succeeded approximately every second time, while some of the deepfakes repro-
duced the bonafide success rates of more than 90%.

The findings reveal that Bixby consistently repelled most of the attempted
attacks. However, whether this resilience results from better security or more
sensitive ASR is questionable. We noticed that the success rate of attack verifi-
cation attempts is influenced by the pause length between the words in the wake
sentence, as further mentioned in Sect. 7.1. This observed resilience may thus
only be a result of too-sensitive ASR. In contrast, other assistants accepted most
attacks as bonafide attempts. However, due to the proprietary nature of Bixby’s
internal mechanisms and the lack of published details on the parameters of its
deep learning model, it is difficult to determine the specific factors contributing
to its enhanced security performance.

The paid synthesisers achieved very high success rates, which shows that such
an attack is plausible. Only open-source XTTS deviates from this outstanding
spoofing potential, and the success rates are distributed throughout the spec-
trum. Unfortunately, no pattern is observable in the collected data explaining
this distribution. This behaviour may be caused by individual vocal character-
istics of individual respondents, where some have a voice similar to one used for
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training the XTTS tools. Thus, their deepfake achieves higher success rates and
vice versa.

As the speech quality of the paid synthesisers is generally better, it is evident
that the paid synthesisers performed the best. However, even the open-source
TorToiSe was able to approach the paid synthesisers.

However, even the worst-performing tool (XTTS) succeeded at least once
for most respondents. Since there is no limit on authentication attempts, the
attacker thus only requires more time to try multiple times until one of the
attempts succeeds. The lower success rate thus only increases the time complex-
ity of an attack.

Finally, we assessed the impact of demographics on observed attack success
rates. The trials are independent, and observed attack success rates do not follow
the normal distribution. To evaluate the influence of gender and nationality9

used the Mann-Whitney U test with a significance level α = 0.5 to compare the
rates for each pair assistant – attack. The only significant difference was found
in the case of Bixby with ResembleAI and CoquiAI attacks. This difference was
measured for male/female and Czech/Slovak success rates. To assess the impact
of age, we used the Kruskal-Wallis H Test with a significance level α = 0.5 for all
age groups across assistant – attack pairs. No significant difference in observed
success rates was found.

The demographics, thus, do not influence the success rate of evaluated
attacks. There are minor differences only for the Bixby assistant, which further
supports the hypothesis of Bixby‘s too-sensitive ASR.

Overall, the success rates of the deepfake spoofing attacks are considerably
high. Spoofing voice assistants is thus an undemanding process, raising many
security concerns.

6 Threat Analysis

We have shown that voice assistants, specifically the automatic speaker recogni-
tion implemented in such assistants, are vulnerable to deepfake spoofing attacks.
The next step is to assess the real impact of a potential attack.

For example, let us consider the scenario where the attacker can throw a
wireless speaker into a room through a window and gain complete control of a
smart home by spoofing a voice assistant. As we demonstrate that such an attack
is feasible, it is crucial to understand the security implications of the presented
vulnerability. To this extent, we perform a security analysis of voice assistants’
standard functions and assess how easily these functions may be misused and
the potential damage of such misuse.

While tested assistants primarily share the same functionality, there are some
differences. This section, thus, describes and breaks down the functions that
could be abused.

The categorisation is based on the following factors:
Difficulty of execution:

9 Only Czech and Slovak. We excluded Ukrainian since there was only one respondent.
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– Low – short sentences
– Medium – medium-length sentences, including complicated sequences, such

as phone numbers
– High – long sentences and follow-up questions

Device state:

– Locked – the device is locked
– Unlocked – the device is unlocked

Attack severity:

– Low – an inconvenience for the victim or minimal privacy breach
– Medium – exploitable information, low financial loss or defamation
– High – unauthorised access to an object, significant financial loss, major pri-

vacy breach

Next, we present a detailed description of functions. The functions’ and prop-
erties’ summary is depicted in Table 4.

Table 4. Overview of scenarios and their parameters. VAs column abbreviations: A –
Alexa, B – Bixby, G – Google and S – Siri.

Scenario Difficulty State Severity VAs

Phone call High Locked Med-High All

Sending messages High Locked Med-High All

Reading notifications Low Locked Low-Med All

Reading text messages Low Unlocked Low-Med All

Operating camera Low-Med Locked Low-Med All

Accessing digital wallet Med-High UnlockedHigh Siri

Subscription management Low-Med Locked Med-High Alexa

Controlling smart home Low-Med Locked Low-High ABS

Calendar, schedules access Low-Med Locked Low-Med All

Online shopping High UnlockedHigh AG

Information retrieval Low-Med Both Low-Med All

Phone Calls: The ability to make calls from a stranger’s device can be abused in
several ways, such as making scam calls from a stranger’s number or calling pre-
mium rate numbers. For smart speakers, exploiting things like calls to emergency
services is impossible since very few providers have this functionality enabled.
Dialling premium rate numbers are only available on Siri and Google since Alexa
does not support dialling such numbers. The difficulty of the attack has been
classified as medium to high because it is necessary to pronounce the whole
number quickly. A slight pause in pronouncing the phone number will interrupt
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the action. Possible damages have been classified as medium to high since mak-
ing phone calls via a paid line and dialling premium numbers is possible, thus
causing financial damage. These conditions apply to the use of assistants via
mobile phones. Smart speaker devices have this functionality limited to specific
locations.

Sending Messages: Sending text or multimedia messages can be misused to
transmit scam messages, send advertisements or send dangerous links that can
be part of SMS phishing. However, these attacks are challenging as the entire
message content must be dictated to the device. This attack can also be com-
pleted without unlocking the phone or device. The damage factor has been rated
medium to high mainly because messages can be sent to someone in contact. This
increases the chance that the recipient will be fooled by a phishing SMS message,
considering that they will receive a message from someone they know. Even if
the phishing is unsuccessful, SMS is a paid service, so the victim can still be
financially ill.

Reading Notifications: The possible misuse of reading notifications can vary
widely, as reading all the content in notifications is possible. Primarily, it can be
used to read personal conversations. However, it can also be used to read mes-
sages containing a verification code to log into a bank account or to read notifi-
cations from applications providing two-factor authentication. The difficulty of
executing this attack is low simply because the sentence to trigger the action
is straightforward. Even though the state is categorised as locked, it depends
on the phone settings, which must be set so that the content of the message
is displayed in the notification, even on the locked screen. It is also possible to
read the notification only once. The potential damage caused by this attack is
categorised as low-medium because it depends on the phone’s settings, and the
stand-alone code the attacker gets cannot be exploited. For a possible exploit,
the attacker must trigger the notification via a bank login or use the code to
receive a package in a stranger’s name.

Reading Text Messages: An attack is working on the same principle as read-
ing notifications, with the difference being that it is only possible to read text
messages in the preconfigured application for sending and reading messages.
Unlike reading notifications, this function is only available when the phone is
unlocked. It is possible to read older messages and read messages more than
once. However, getting information from other applications is impossible, as in
the case of reading notifications.

Taking Pictures and Recording Videos: Using camera functions can also be
exploited by an attacker, as taking photos and videos using only voice commands
is possible. With Google Assistant and Siri, this function can be invoked even
in locked mode. Alexa also has this function but requires a specific kind of
device called Echo Show, which has its display and camera. Taking photos and
videos is not considered high-risk, but it could be a dangerous combination with
messaging.
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Misusing Digital Wallet: Misusing a digital wallet like Apple Pay can be very
easy on devices using Siri, as all it takes is a short sentence to send a payment
between known accounts. However, it is classified as medium to high in difficulty.
This attack also requires payment confirmation by tapping on the smartphone
screen, so the attack cannot be carried out by voice alone.

Managing Subscriptions: If the user of a device with the Alexa voice assistant
has filled in all the necessary details for payment, it is possible to subscribe to
the Amazon Music app using voice only. As this is a pay-as-you-go plan with per-
month billing, a significant financial loss is doable if this event goes unnoticed.

Using Smart Home or Internet of Things (IoT) Devices: As more and
more devices can be connected to voice-controlled systems, the following devices
are under threat of being misused: Smart Televisions, Thermostats, Lights,
Locks, and Cameras. Due to the significant variation of different devices with
different functionalities, it is impossible to determine the possible amount of
damage that such an attack could cause. A case in which an attacker lights a
light bulb in a room might not have as many financial or other consequences as
in which a perpetrator unlocks the front door of a house or sets the thermostat
to the highest possible temperature.

Managing Calendars, Schedules, To-Do Lists, Timers, and Routines:
All assistants can store and manage large amounts of information that may be
of little to no value to an attacker. These functionalities would probably only
inconvenience the victim, but some could be considered vulnerable. For example,
information about a person’s schedule could provide his whereabouts, which the
criminal could exploit.

Making Online Purchases: Making online purchases is a broad term, and
for each voice assistant, it can mean something different. In some countries,
Google Assistant allows users to authorise payments and make in-app purchases
through Google Play. Alexa enables users to manage their shopping cart and
purchase through Amazon shop. In the case of Siri, Apple has decided not to
provide purchases through the voice assistant due to privacy concerns and the
unreliability of authentication.

Retrieving Information: Different systems store the information provided to
the assistant differently. Google Assistant can remember specific information
such as the front door code or package shipments. The process of storing and
retrieving data is as follows:

“Hey, Google, remember that my front door code is 1110.”
“Hey Google, what’s my front door code.”

With this request, it is possible to get a response containing the code from the
front door. This function is also available when the phone is locked. Alexa stores
the same information in its notes; therefore, it cannot be obtained by asking.
Siri stores this information like Alexa, so reading the notes is required to retrieve
the data. However, this is impossible on iOS devices from a locked state, so the
device must be unlocked.



80 K. Malinka et al.

7 Discussion

Our experiments demonstrate how exposed VAs are to deepfake spoofing attacks.
Even though tools like XTTS were not particularly successful, and the voice
assistant Bixby rejected most attack attempts, it is essential to point out a few
key facts.

In our study, we observed that voice assistants, by design, do not restrict the
number of access attempts, as they continually listen for activation phrases like
“Hey Siri” without distinguishing between the device owner and others. This
characteristic implies that even a single successful trial can be deemed effective
for an attacker, as unlimited attempts are available. In this context, a lower
success rate merely extends the time needed to execute an attack rather than
preventing it successfully. For instance, achieving access in just one out of 30
trials is sufficient to consider the attack successful. In our experiments involving
72 subjects, Bixby, the most secure, denied access in all 30 attempts for only
seven subjects. In contrast, for other voice assistants, every subject managed to
gain access at least once. Therefore, while a higher success rate indicates a more
efficient attack, any success rate higher than zero ultimately leads to the same
outcome-the attacker gains access.

7.1 Observations

During the experiments, we have obtained four observations that are worth men-
tioning:
O1: Google assistant sometimes responds to the “Hey Siri” wake word. This
behaviour was noticed with bonafide and deepfake attempts.
O2: Bixby has a better success rate if there is a longer pause between “Hey”
and “Bixby” words.
O3: Some respondents read the sentences for deepfake creation unnaturally fast,
resulting in lowered deepfake quality.
O4: Some respondents mispronounced the wake words, such as “Hey Siiiiiiri”;
however, such mispronunciation seems to have no impact.

These observations may impact the final results; however, examining them
would require a different experiment setting and is thus out of the scope of our
research. These observations may be further explored in future research.

7.2 Mitigation Methods

In the advancement of voice assistant (VA) technologies, the emergence of deep-
fake spoofing attacks presents a significant challenge, necessitating the devel-
opment of countermeasures. To mitigate these risks, continuous authentication
represents a possible strategy, extending identity verification beyond the initial
login to cover the entire user session. This approach will certainly make the
attack more difficult to execute by requiring a longer deepfake; however, based
on developments to date, attackers can be expected to manage this as well. For
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example, one can expect to create a deepfake in real time soon using voice con-
version methods. Thus, we recommend focusing more on limiting VA activities
under weak voice authentication or further strengthening the authentication pro-
cess. This could involve utilising multifactor authentication techniques, such as
passphrase verification or the requirement for a recognized device to be near the
VA system, enhancing the dynamic security landscape.

Moreover, the integration of liveness [4,18,33] or deepfake [17,23] detection
modules into the authentication process is imperative. By continuously analyz-
ing audio inputs, these systems can discern between genuine human voices and
synthetic reproductions, thus preventing unauthorized access attempts. Addi-
tionally, limiting the scope of actions available via voice commands, especially
concerning sensitive data, further secures VA systems against the potential mis-
use stemming from successful spoofing attempts.

Physical security measures, such as deactivating the VA device when not in
use and safeguarding it against unauthorized physical access, play a supportive
role in the overarching security framework. The collective application of contin-
uous authentication, detection technologies, command restrictions, and physical
security forms a comprehensive defence strategy. Such an approach is pivotal
in addressing the multifaceted threats posed by deepfake technologies, thereby
safeguarding the integrity of voice assistant systems in the face of evolving cyber
threats.

8 Conclusions

We have shown that the currently and dominantly used voice assistants are not
resilient to replay or deepfake spoofing attacks. The attacker can easily synthe-
sise the victim’s speech and then replay this deepfake speech to a voice assistant
in hold of the victim to reveal personal information or cause financial harm.
This shows the importance of choosing the appropriate authentication mecha-
nism for each use case. The rigorous threat analysis reveals the possible privacy
breaches and financial harms. At the same time, most voice assistant developers
understand the security risks associated with speaker recognition implemented in
their voice assistants and do not allow them to operate critical functions through
voice commands. However, third-party developers or end users might try to use
these speaker recognition functionalities, for example, to control devices such as
smart locks or authorise online payments, which brings several severe security
concerns. In future work, different devices that the voice assistants operate on,
such as smart speakers, smartphones, and smartwatches, should be tested to see
if they provide the same level of security.
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