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1 INTRODUCTION

Feedback control is a widely accepted and frequently usdthigue in order to
enforce a dynamical system to behave in a satisfactory nnafihe broad concept of a
dynamical system can thereby refer to many biological oireeging processes. The
application of automatic control can be found in many comphelustrial processes
or sophisticated mechanical systems to attain a propedyabipg dynamical system.

Next to feedback control, system identification is used aggaly to elucidate the
dynamical aspects of the system. This procedure enable®s gnedict the dynamical
behavior of an unknown system on the basis of foregoing @htiens of the system.
In this way, knowledge of the dynamical aspects of an indhlgtrocess or of a me-
chanical system is acquired on the basis of experiments @mtraction of adequate
mathematical models. Models are of rapidly increasing irigyee in engineering and
today all control designs are more or less based on them. Islade also extensively
used in other, nontechnical areas such a biology, ecologyeaonomy.

If the physical laws governing the behavior of the systemka@vn we can use
them to construct so calledghite-box model®f the system. In white-box model,
all parameters and variables can be interpreted in term$&iydigal entities and all
constants are knowapriori. The opposite extreme is known lalack-box modelling
In this approach the models are constructed from measupettoutput dataA priori
knowledge about the model structure is eliminated and tberéhe model and the
parameters of it usually have little physical significance.

Linear model structures have been widely used for black+#hoxelling because
they are mathematically attractive. This class of modelscis enough to cover a
large number of applications, since systems are often @edraround an operating
point and can be considered to behave linearly for smalétians of the input.

A third approach is a combination of two extremes, and isedajrey-box mod-
elling. This approach exploits theepriori physical knowledge about the process, but
the model structure and the parameters are not assumed oonipdetely known. The
parameters of the model are estimated as for black-box mdalelising identification
methods. A typical grey box situation is when the model $tmecis determined by
the physical relations of the process, hence the mysical modelsin this situation,
the identification is done with a fixed model structure (otlg tinknown parameters
are estimated).

This thesis focuses on both control design and system faetibn, with the aim
to design a control for a given system on the basislote-box modelThis approach
is partly illustrated for an industrial Digital Versatileigk-video player (DVD-video
player), a high accuracy opto-electro-mechanical pasitig system.

The thesis contains two main parts: The first part deals Wwebrtetical and method-
ological part orsystem identificatiom closed-loop of black-box models using state-
space representation to define a model structure. The spadiaf this thesis presents
one case-study part on theodelling and control system desigha DVD player.



2 STATE-SPACE IDENTIFICATION FOR SISO/MIMO
SYSTEMS

2.1 PROBLEM DESCRIPTION

For most physical systems it is easier to construct modetsptiysical insight into
continuous-time because most physical laws (Newton’s [@wsotion, relationships
between electrical quantitiefc) are expressed in continuous-time. This means that
modelling leads to a state-space representation:

x(t) - FO(ec)x(t) + GO(Hc)u(t)a (21)

whereF(6.) andGy(6.) are the matrices of appropriate dimensioms (» andn x ,
respectively, for am-dimensional state and ardimensional input) and. is a vector
of parameters that typically corresponds to unknown vatfi@hysical coefficients in
continuous-time model (material constaregs;). Such a selection of the parameter
vectord. is called thgphysical parametrizatioonf a plant model. The model (2.1) also
defines the vector of state variablew/hich usually have the physical significance (po-
sition, velocity, charge, curremtic). The measured outputs are known combinations
of the states.

The corresponding discrete-time state-space model cabthmed by sampling the
input and output signals of the parametrized continuaug-tnodel (2.1):

2(KTy + T) = Ag(0)a(kT,) + Bo(0)u(kT), (2.2)

where T denotes the sampling period arfd = 1/7; is the sampling frequency.
Briefly:

x(k+1) = Ag(0:.)z(k) + Bo(0)u(k). (2.3)
The discrete-time state-space matrigg$t.) and By(6.) can be expressed using the
following formulae:

Ao(b.) = efolle)ls,

T 2.4
By(6.) = / efo )Gy (0,)dT. (2.4)
0
Under certain conditions it is possible to replace this clexpelationship by a first-
order approximation obtained if higher-order terms in tbev@r series expansion of
the matrix exponential are neglected:

AO(QC)
130(96)

I+ TSF()(QC),
T:Go(0.).

~
~Y
~
~

(2.5)

Considering the formulae (2.4) or (2.5), the discrete-tne@esentation has a disad-
vantage that the matrice$,(6.) and By(6.) are more complicated functions of the
parameter vectdat. than the matrice$y(0.) andGy(6.).
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Adding the output equation, the standard discrete-timee-space model is ob-
tained:

x(k+1) = Ag(0e)x(k)+ Bo(b)u(k),

y(k> - GO(ec)x(k) +DO(QC)U(1€)

The matricesAy(6.), Bo(0.), Co(b.), Dy(6.) of the model (2.6) can depend on
the parameter vectdt. in different ways. A typical case is when certain elements of
matricesAy(6.), Bo(0.), Co(b.), Do(6.) may be known or fixed values. The reason
may be that the values of the parametersaapegipori known physical constants; or,
we would like to impose a certain structure on the model. l8e1¢2.6) is a canonical
form then the parameter vect@r consists of the parameters of the original input-
output transfer operator, [Kai80].

Although sampling of input and output signals of a contire#time model is a
natural way to get the discrete-time model (2.6), for cartgpplications it could be
also given directly in discrete-time, with the matricés(d), By(0), Co(6), Do(6)
parametrized in terms of the parameter veétarather than via (2.4) or (2.5).

For this assumption, only few specific identification methad closed-loop are
available, [Mel94], [Lju99]. Therefore, new identificati@lgorithms for the discrete-
time state-space models have been developed recentBse@l]] and [Bez04]. Nev-
ertheless, useful analysis of their properties is misslitngs is important for their use
and the following improvement.

For these reasons, our study is only focused on the panticake of the identi-
fication algorithms where the state-space matridged), By(0), Cy(0), Dy(6) are
parametrized in terms of the parameter veé&oiOur contribution in this chapter is
an analysis of the state-space identification algorithnp@oes developed in [Bez01]
and [Bez04].

(2.6)

2.2 STATE-SPACE IDENTIFICATION ALGORITHMS FOR SISO
SYSTEMS

The aim of the original output-error state-space identificaalgorithms, which
are presented in this section, is to estimate the paramaftéine SISO discrete-time
state-space model:

v(k+1) = Ag(0)z(k) + Bo(0)u(k — d),

y(k) = Co(0)x(k) + p(k), 2.7)

wherez (k) is ann-dimensional state vectgy(k) is an output disturbance noise and
6 is ady-dimensional parameter vector:

0 =101 ...04]". (2.8)

One should note that the number of parametigris not anyhow related to the model
ordern.



To simplify notation,backward shift operatog—! will be omitted in some terms.
In the sequeparameter vectof andestimated parameter vectérare also omitted in
some terms whenever there is no risk of confusion.

The input-output transfer operator is given by:

g 1Chadj(I — g1 Ao)Bo

-1 _ —d—1 J — _1A —lB _ 2
Sya(q) =q " Co(I —q Ag) By det (1 — g-1Ag) (2.9)
Denoting the numerator and the denominator:
—d —1
. ¢ “Blg)
Sple™) = ——5—=. (2.10)
R 1)
B(g") = big '+ 40" =q¢ "B (¢, (2.11)
Alg") = 1+aqg '+ +ag " =1+¢ A", (212
one obtains:
B(¢") = ¢ 'Coadj(I —q ' A)By,
Alg™Y) = det (I — g 'Ag), (2.13)
B*(q_l) = Coadj([—q_le)Bo,
A(g™") = q(det (I —¢"Ag) — 1), (2.14)
and the output of the plant is given by:
y(k+1) = Spulg Dulk+1)+p(k + 1),
y(k+1) = —A'y(k)+ B*u(k —d) + Ap(k + 1). (2.15)

Taking into account that state-space matridg&), By(f), Cy(f) are functions of
the parameter vectd, the equations (2.13) or (2.14) also define the transfertimmc
coefficientsby, ..., b, andaq,...,a, as functions of). Therefore using (2.13) or
(2.14), one can determine the functib(f), which transforms the parameter vecotor
to a vector of the transfer function coefficients:

THO) = [a1(0) ... an(0) b1(0) ... by(0)]. (2.16)

This transformational function plays a key role in all thevheproposed algorithms.
One can clearly see thE{6) is a2n-dimensional vector function of&-dimensional
parameter vectd?. It is generally non-linear, the estimated parameters paea in
sums, products, ratios and other aggregate terms. It isreeskdifferentiable.

Using (2.16), (2.15) can be rewritten to the regressor form:

y(k +1) =T (0)p(k) + Ap(k + 1), (2.17)
wherey(k) denotes the regressor vector:
o) =[-yk) ... —ylk—n+1) wk—d) ... ulk—n+1-d)]", (2.18)
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and the closed-loop predictor is given by:
gk +1) =TT (O)g (k). (2.19)
whered denotes the estimated parameter vector:
~ ~ ~ 17T
h— [91 . edo} , (2.20)
and¢(k) the predictor regressor vector:
(k) =[—g(k) ... —gk—n+1) wk—d) ... W(k—n+1-d)]" . (2.21)

Replacing the fixed predictor of the closed-loop (2.19) byadjustable predictor,
one obtains priori predicted output:

Plh+1) =g [k + 1\@(@} _ [é(k)} k), (2.22)
anda posterioripredicted output:
Gk +1) =7 [k: 1)k + 1)} - [é(k + 1)} (k). (2.23)
Consequently, the priori prediction error can be defined as:
eep(k+1)=ylk+1)—9°(k+1), (2.24)
and thea posterioriprediction error as:
ecn(k+1) =y(k+1) —g(k +1). (2.25)

2.2.1 The SISO GM-2 Algorithm

~ A

Ok +1) = 9(k)+oz<F'9T [é(k)] (k) + =

Stulk+1) = ylk+1) =TT [00k)| 6(k)

é(k:)}) cop(k+ 1)

(2.26)
One should note that the GM-2 algorithm have the advantagectdsed analytic
form.
2.2.2 The SISO IGM-1 and IGM-2 Algorithms

Using the scalar adaptation gamsandas, the IGM-1 state-space parameter adap-
tation algorithm for SISO systems can be summarized:

; s T [O0)] o)tk + 1)
(k+1) = 0(k)+ 1+ asdT (k) (k) (2.27)
(k1) = ylk+1) =TT |0(k)] o(k)




Correspondingly, the IGM-2 algorithm is:
: : T [B(k)| o(k)eg (k+ 1)
Ok+1) = 0(k)+ - -
1+ g™ (k)T {9(/{)} T {9(/{)} (k) (2.28)
(k1) = ylk+1) =TT |0(k)] o(k)

One should note that the IGM-1 and IGM-2 algorithms have iteaatage of a
closed analytic form.

2.2.3 The SISO RLS-2 Algorithm

-1

Ak+1) = 00+ 1, [00)] POk -+ DRI, O+ 1)

1 F(k)¢(k)¢" (k) F (k)
F(k = F(k)— 2.29
AW | M e rwe o
sk +1) = y(k+1) =TT [0(k)] o(k)
2.3 STATE-SPACE IDENTIFICATION ALGORITHMS FOR MIMO
SYSTEMS
One can consider as a general structure the following PA&dgmnal type):
Ok +1) = 0(k)+T, [é(k)} PGk 4+ )6 (Recu (k1 1),
Fk+1)~" = M(k)F(k)™" + Ao (K)o (K)o (K),
A1 = )\1],
A2 == )\2],
0< M\(k) <1, 0 < (k) <2,
}%’(O) > 0, F(k)_Ql >aF(0)7!, 0<a < 00, (2.30)
Flh+1) = sip{F(b) = Fe (b |3
( F(k)ST (k)| (k)P (K }
ecL(k+1) = e (k+ V){I + ¢ (k)F(k)g(

2.4 PROPERTIES OF PARAMETER ADAPTATION ALGORITHMS FOR
STATE-SPACE SYSTEMS

2.4.1 Convexity of Criterion Function

k
=3 ) - 6li — DIE)" () — oli — DD@).  (231)

=1
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Assuming a particular parametrization Bf¢) function, I'(d) = M6, where M
is the square matrix given from the parametrization @msithe estimated parameter
vector, then the criterion functioi(f), given by (2.31), is a convex function.

2.4.2 Stability of PAA in a Deterministic Environment

Assuming that the closed-loop system (with the controfiensfer function matrix
K) is stable and the functioi(d) is linear in the parameter vectéyri.e. '(0) = M9,
the recursive parameter estimation algorithm given byQRa3sures

khm 5CL<k + 1) =0,
klim eop(k+1)=0,
lo(k)|| < C, 0 < C < o0, Vk
for all initial conditionsf(0), €2, (0) and¢(0) if
: A A
Hi(zY=H(:Y - 521 — [+ YA+ B'K)] ' — 321 (2.32)
is strictly positive real matrix, wheren]?x (A2(k)) < Ay < 2.

2.4.3 Parametric Convergence Analysis in a Stochastic Emanment
If a particular case of parametrization is assurﬁe@) — M6, whereM is a square
matrix, then thea posterioriprediction error in the presence of output disturbance
noise is given by:
ec(k+1) = {I+¢ (A + B'K)} 'p(k)M{0 — 0(k + 1)}
+{I+q¢ YA + B K)Y "Ap(k+1). (2.33)

Consider the recursive parameter estimation algorithmergby (2.30) with\; (k) =
1. Define

ok, 0) £ 6(k)|gt)=d—const. (2.34)
ec(k+1,0) £ con(k+ )50 _g—const. (2.35)
Dy & {0: AHSE Y +2"B"HYREN=0= |2| < 1}

Assume thafl(k) generated by the algorithm belongs infinitely often to thenelm
Dy for which the stationary proceggk, 0) andec(k + 1, 0) can be defined.
Assume thap(k) is a zero-mean stochastic process with finite moments imdepe
dent of the reference sequencék).
If
! )\2 )\2

H(zY=H(z" - 5= I+ 2"YA + B'K)| ' — -1 (2.36)
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is strictly positive real (SPR) transfer function matrixheve:mtax (A2(t)) < A9 < 2
then

Prob{ klim (k) € D} =1,

whereD, = {6 : (¢T(k, 6))(6 — §) = 0}. If, furthermore ¢™ (k, 6)(8 — ) = 0 has
a unique solution (richness condition) then the conditifffiz—!) given by (2.36) be
strictly positive real matrix implies that

Prob{ lim O(k+1) =6} =1.

2.4.4 Frequency Distribution of the Asymptotic Bias

For the case of the closed-loop methods, the formula for shienated parameter
vector when number of datfl — oo is

o —argmin [ 1S, P1Syn = SuSin P + [HPGuId
S —T
where Sy, (w) corresponds to the true output sensitivity transfer fumctnatrix be-

tween the output disturbances vectoand the plant outputs vectgy Syp(w) is the
estimated output sensitivity transfer function mateb,(w) corresponds to the spec-
tral density of the external excitation signals vectgrand the¢.(w) is the spectral
density of the noise vectar. This formula shows that the noise does not affect the
parameter estimation.

2.5 SIMULATION EXPERIMENTS FOR SISO SYSTEMS
The following state-space representation of the test [ffastconsidered:

Ay(6) — —91+92}—93+04]7 30(9)2{1],

1 0
Co(f) = [01+0s+0;+ 0, —05],

for the parameter vector defined by:
0 = [0, 05, 03, 04" .

Since the state-space matrices are given in a canonicabdenform, one can im-
mediately determine the vector of transfer function coigffitsI"(#) and its Jacobian
matrix I',(6):

01 — 6 1 -1 0 0

- 65— 6, o lo o0 1 -1
1o = 0 +02+05+0, |’ DO=11 1 1 1
0, 0 0 -1 0

12



Evolution of the parameric distance for RLS-2
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Figure 2.1: Evolution of the parametric distance using th&R algorithm.

Evolution of the parameric distance for IGM-2
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Figure 2.2: Evolution of the parametric distance using BkI42 algorithm.

13



Figure 2.1 shows that the convergence speed of the RLS-2ZitAlgoremains un-
beaten. The RLS-2 algorithm offers the best estimationisidase. Figure 2.1 shows
the same experiment using the IGM-2 algorithm and it suffiens a lower conver-
gence speed.

3 THE DVD PLAYER SYSTEM DESCRIPTION

A diagram for the optical pick-up unit control of the DVD phayis illustrated in
fig. 3.1.

The focus error signal is given by:
er(Az) = (Va+ Vo) — (VB + Vb), (3.1)

whereVy, Vg, Ve, Vp are voltages from the quadrants A, B, C, D of the photodetecto
andAz is the vertical spot position error. The focus error signaiks feed back to the
servo system, to control the actuator fine displacemengaloamvertical directior.

The photodetector provides a non-linear bipolar focusreraracteristier(Az),
usually calledS-curve which is used to determine if the laser spot is correctly sl
on the disk information layer.

3.1 MODELLING PROBLEM DESCRIPTION

Despite the S-curve practical importance, no simple aitallyor numerical model
of the S-curve is available to our knowledge at present. &mesdels could be im-
portant for more sophisticated control system design antkekiing its functionality
(normal playing mode, start-up procedure, calibratiorgregtetection, offset compen-
sation,etc).

3.2 MODELLING OF THE FOCUS ERROR SIGNAL GENERATION

The main idea of model creation is expressed by the follovg@gtences: Since
the whole optical system contains cylindrical lens (cagisive astigmatism), we can
assume thathe whole optical system is separated into two subsystethslenses,
which are easier to describeThe separation of the whole optical system into the
two orthogonal planegz andzz allows to use the theory of a system formed by two
centered thin lenses, [BW87].

The analytical and numerical model have been created. Talgtaral model uses
uniform intensity distribution of the laser beam on the plo@tector while the numer-
ical model uses Gaussian intensity distribution.

Fig. 3.2 shows the focus error characterisii€¢Az). The curve fitting procedure,
described above, has been applied to obtain the focus draoacteristics of two cre-
ated mathematical modets (Az, 0) that are shown in fig. 3.2. They are indicated
by the solid and dot-dashed lines. The “nominal” focus edmaracteristiey(Az)
obtained from preprocessing is indicated by the dashedhiere.

14



+y,/ ] +x
+z
Ax - Radial (tracking) 2ot position error
Scanned data Focused laser spot
Disk .2 ‘
: ¥ ' |Az - Vertical (focus)
Turntable motorl Actuators & 7 spot position error
Controller D/A  |u. | Power driver| il 1
_ > FE> E L
K.(q") convertor A Clzr:r%%tts v C)Objectlve lens
N Contrq}lera D/A U Power driver| in | <> Gru(S), GroulS)
Kx(q') convertor A
[ —— Splitter
Laser diode Return beams,
. I - Light intensity distribution
ex- Tracking error Sensor (information Az, Ax)
signal
Photodetector
D\ g
Tracking error <J
signal generation AD ¢
Ao convertors|
e.- Focus error Output voltages:
signal . Focus error <— V., Vo, Vo, Vs
signal generation
'AFom

Figure 3.1: Control of the DVD player, the focus and trackiogp, and main physical
components.

S—curves of the real system and mathematical models
T T T T T

T T
—— Numerical model (Gauss)
o5k — - Analytical model (Uniform)
' i — — Measured (after filtration)

obj = owj (M x107°
Figure 3.2: S-curves of the real system and mathematicaélrod
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z, - Disturbance

Ramp generator
i z.; - Reference value
— ths] Plant G.(q")
! iverl i + - -
HC%E?I;H» cor|1:\)//£rtor ? %Powignver KN Aét:ig;r - f% . ﬁ% Az Azl soyesttlgﬁ:
z,, - Objective
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I(Az) - Light intensity
distribution

Output voltages:

Focus error AID | Vi(AzZ), Vy(Az), ‘
signal generation < convertors| ~ V. (Az), V,(Az) Photodetector

Figure 3.3: Block diagram of the focus control loop, focusgassing procedure to
automatically close the focus loop.

3.3 POSSIBLE APPLICATIONS OF PHOTODETECTOR
CHARACTER ISTICS

3.3.1 Simulation of Start-up Procedure

Figs. 3.4 and 3.5 present the focus error signal from sinwnaeal data measuring
of the focus processing procedure to automatically closéatus loop. The simulated
focus error signatr(t), see fig. 3.4, has been obtained from realistic DVD simulator
using the developed models. Its block diagram is shown irBfi8. The disturbance
zq Was set to zero during simulation experimerd, zq = 0.

This procedure is currently used in DVD players and a goodadence can be
observed between simulated and measured focus error sigiia). It is clear that
the common gain approximation of the S-curve, widely usedctmtroller design,
does not allow testing of this start-up procedure that iaat &lways executed at least
at the beginning of DVD/CD disk playing.

3.3.2 Feedback Focus Control Loop

The second application of the models is the same as in lire@aragpproximation,
(in lock-on rangé, for focus control loop, like in fig. 3.3. Nevertheless, tesigned
models are more realistic. Moreover, they are also usabtedansmall/long jump
procedure while the linear gain approximation cannot be hsse.

3.3.3 New Photodetector Characteristics Design

The third application of models could be in new photodeted&sign, since the
presented modelling describes which parameters influérecerhole S-curve shape.

3.4 CONTROL PROBLEM DESCRIPTION

In the present study, the aim is to find a fixed low-order cdl@rdeing able to
improve the eccentricity suppression in the focus/radialtiol loops for DVD play-
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Figure 3.4: Focus processing procedure to automaticaisedhe focus loop obtained
from simulation where the created analytical model of thmuBe has been included.
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Figure 3.5: Focus processing procedure to automaticaiedhe focus loop obtained
by measurement on a real DVD-video player from STMicroetauts.
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ers. It is shown that this can be achieved with pole placerdesign, followed by
controller order reduction. Pole placement method is heapted to realize repetitive
disturbance rejection in a certain bandwidth.

4 CONTROL SYSTEM DESIGN

4.1 COMBINED POLE PLACEMENT/SENSITIVITY FUNCTION
SHAPING

The standard digital control configuration obtained withypomial RS controller,
seee.g. [LLM97], is presented in fig. 4.1. Part T of RST structure hasib omitted
because the control design in the focus/tracking loop of BMD players only deals
with the disturbance rejection problem.

The linear time invariant model of the plant is in generaladdé®d by the transfer
function:
¢ ‘Bg")

Alg™)

I Y T q‘”B)j 4.1)
l+aiqg i+ 4a,,qgm™

whereg~! is the backward time shift operatat,is the pure time delay/} is the

sampling period ang; = 1/7; is the sampling frequency.

Pole placement method has been used to design the RS centabiich has the
following transfer function:

Glg") =

R(g™') _R(q")Hr(g™")

S(g™t)  S'(¢™h) Hs(g™)

L B s Y (4.2)
L+sigt+- + 5,507

where Hgr(q~1) and Hs(¢ ') denote the fixed parts of the controller (either imposed

by the design or introduced in order to shape the sensitiuitgtions) andR (¢'),

S'(¢~") are the solutions of the Bezout equation:

AS'Hg+ BR Hy = P, (4.3)

whereP represents the characteristic polynomial (closed-lodpg)o

The sensitivity functions play a crucial role in the robusts analysis of the closed-
loop system with respect to modelling errors. These funst@areshapedn order to
assurenominal performancéor the rejection of the disturbances and the stability of
the closed-loop system in the presence of model mismatch.

Theoutput sensitivity functioy, (¢ ') is the transfer function between the output
disturbancey(t) and the plant outpuj(¢). It is given by expression:

y(t) o AS/HS
p(t) P

K" =

Sl = (4.4)
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Figure 4.1: Closed-loop system with RS controller.

(measurement noise)

The other sensitivity functions are defined in the same waplasvs: Theinput
sensitivity functionS,,(¢ ') is the transfer function between the output disturbance
p(t) and the plant input.(¢). The output sensitivity functiomith respect to an in-
put disturbances,, (¢ ') is the transfer function between the input disturbam¢e)
and the plant outpuy(¢). The complementary sensitivity functid,(¢~') is the
transfer function between the referende) and the plant outpug(¢). This comple-
mentary sensitivity function with a negative sign is calleenoise sensitivity function
Syb(q_l)-

In our case not only robustness (the modulus madgivi, delay marginAr and
phase margin\¢) but also the performances specifications have to be chetkede-
fore the sensitivity function shaping is a useful tool to toatroller design in case of
DVD/CD players.

4.2 CONTROLLER ORDER REDUCTION

One useful methodology, that has been used here, is thecedlaaduction method
in state space domain which is using a Gramian of the balastete-space realiza-
tion of the reachable, observable, stable system, [SP9€je Isystem is normalized
properly, small elements in the balanced Gramian indidates that can be removed
to reduce the controller to lower order.

By applying this algorithm, a 3rd order controller has bebtamed,i.e. ng =
3, ng = 3 in (4.2), which has been implemented in discrete-time oniridestrial
benchmark.

4.3 FOCUS LOOP: REAL-TIME MEASUREMENTS

The experimental results are shown only for the 3rd order &tfroller Krg3 and
the 3rd order actual (standard) controll€y.; because the 4th order controller is not
implementable into a DSP controller structure in DVD-vigdayer benchmark.

In fig. 4.2 the measured and the simulated output sensitivitgtion magnitudes
|Syp|, obtained for the 3rd order controlléfrgs are presented. Here, as term of com-
parison, we present also the measured and the simulatedt aatpsitivity function
magnitudes computed with the actual implemented contréllg;.

19



|Syp| - Output sensitivity function
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Figure 4.2: The measured and the simulated magnitude ofutipeiosensitivity func-
tion obtained for the 3rd order controlléfrss and the actual controllekrgs, focus
loop.

From this figure it can be seen that closed-loop measureraent®ry ill-conditioned
at low frequencies since the high attenuation level neetd&mhafrequencies to sup-
press external disturbances reduces the output Signal it NRatio (SNR). This is
true when both designed and actual controllers are used éipilains why, in fig.
4.2, the measured frequency responses @i, obtained for both controllers, lie above
the specification requirements up 100 Hz, and matches with the simulated curves
obtained with the same controllers only after this freqyenc

Finally, in figs. 4.3 and 4.4 the measured Power Spectral ibengPSD) of the
focus error signatr, obtained for the 3rd order controlléfrs3 and the actual con-
troller implemented in the current industrial solutién.;, are presented. Measure-
ments have been acquired by using the worst-case disk (&stdving nominal
vertical deviation at the disk outer edge ... = 0.5mm and nominal eccentric-
ity of x4 max =~ 0pm) and for two different disk rotational frequencies of abou
Jrot = 15Hz and frot = 33Hz. From these figures it appear that the 3rd order
designed controllekrgs provides better level of periodic disturbance rejecticanth
the actual implemented (standard) controlléy., for these rotational frequencies.

These results also point out that the obtained improvenaeststill influenced by
disk rotational frequency,.; and its harmonics.
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5 Power spectrum density of focus error signal
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Figure 4.3: The measured power spectrum density of the fexcos signaky. for the
3rd order designed controlléfrgs and actual implemented controlléf, ... The test
disk has very small disk eccentricity; ..., but with high disk vertical deviation at
the disk outer edgey max = 0.5mm, frot = 15 Hz.
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Figure 4.4: The same as in fig. 4.3 but §6s; = 33 Hz.
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5 CONCLUSIONS
Part | - Identification

e Several novel recursive parameter adaptation algoritheme been presented to
identify various state-space discrete-time plant modéls a/given structure (pa-
rametrization). They belong to the class of output-errgoathms, and can be
interpreted as a recursive pseudolinear regression. TieRdlgorithm incorpo-
rates a numerical optimization component represented mpatation of a ma-
trix pseudoinverse. On the other hand, the IGM-1, IGM-2 aitZalgorithms,
which all use the gradient technique to minimize an one-gteguratic criterion,
have the advantage of a closed analytic form.

e In general, the RLS-2 algorithm possesses the fastest mnee. The strength
of the IGM-1 and IGM-2 algorithms lies in robustness, in their insensitivity
to the realization of the disturbance noise and to variouglirsettings (initial
parameter vector estimate, adaptation gain settings).c@meonclude from the
verification that RLS-2 algorithm offers the best properfrom these algorithms.

e Sufficient conditions for stability in a deterministic ermmment and convergence
in a stochastic environment are always related to the astas-space model
and its parametrization. Only the particular case of patamation, where the
transformation function is linear towards the parametatare has been ana-
lyzed in more detail. The properties of the algorithms haserbshown for this
parametrization and they are related to a positive realidoncn a sensitivity-
type function. This condition can be relaxed by data filtgrom adding a propor-
tional adaptation. It can be concluded that the canoniate-stpace representation
IS the best theoretical case.

e It has been shown that developed algorithms give on one hdmasadistribu-
tion which is not influenced by noise and, on the other handtato an implicit
frequency weighting filter which is matched with a robustfpenance control
criterion. These properties make these algorithms a daitabl for control rele-
vant identification.

Part Il - DVD player: Modelling and Control

e A new approach has been developed to model the DVD playepepres. An
analytical and a numerical model of the focus error signakgation have been
developed, based on the astigmatic method and the optoegecahanalysis.

e To estimate the unknown model parameters, a curve fittindhodets applied,
using measured data from an industrial DVD-video player.

e The performance of the analytical model is inferior in congan with the nu-
merical model but this model is important because it isomplete analytical
model This advantage is most important from the identificatiompof view
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where the non-measurable parameters (or hardly measunaédg could be esti-
mated much faster than in the case of the numerical modek, The analytical
model is more useful in the focus closed loop of the DVD plajoreover, any
analytical model of the S-curve:(Az) significantly saves simulation time.

e Comparison with the real data, acquired from an industridDBrideo player
during start-up procedure, illustrates the quality of thalgtical model.

e A new designed control system based on a combined pole patdéansitivity
function shaping methodology is proposed for constructiba low-complexity
controller, being able to achieve an enhanced focus/rémlalving performance
and repetitive disturbance rejection. Controller ordetlution is performed to
allow its practical implementation.

e An uncertainty model set, based on a parametric descripi@onsidered to an-
alyze how the variations of the plant physical parametdisance performance
and robustness of the achieved solution. A simple robustaralysis demon-
strates that the designed closed-loops remain stablerfge lancertainty of the
physical actuator parameters and the performance spéicfisare met.

¢ Final comparison of the existing and designed controllarstrates that new con-
trollers provide better system performance and robustinessthe existing con-
trollers. Itis clear that we have obtained the limit of thatoller order reduction
for the imposed performance and implementation consgaint

BIBLIOGRAPHY

[Bez01] M. Bezatk. Closed-loop identification of state-space represienist Mas-
ter’s thesis, Brno University of Technology, 2001.

[Bez04] M. Bezak. Closed-loop identification of state-space represemntst In-
ternal report of LAG, ENSIEG, INPGAP04-49), 2004.

[BW87] M. Born and E. Wolf. Principles of Optics Pergamon, New York, 6th
edition, 1987.

[Kai80] T. Kailath. Linear SystemsPrentice-Hall, Inc., New Jersey, 1980.

[Lju99] L. Ljung. System Identification: Theory for the Usderentice-Hall, Inc.,
New Jersey, 2nd edition, 1999.

[LLM97] I. D. Landau, R. Lozano, and M. M’'SaadAdaptive Contral Springer,
London, 1997.

[Mel94] H. Melgaard.ldentification of physical model$hD thesis, Technical Uni-
versity of Denmark, 1994.

[SP96] S. Skogestad and I. Postlethwalultivariable Feedback Control: Analy-
sis and DesignJohn Wiley & Sons Ltd, Chichester, 1996.

23



CURRICULUM VITAE

Personal:
Name: Bohumil Hnilcka
Born: 11 April 1977 in Sumperk, Czech Republic

Marital status: single

Education:

1991-1995 Secondary School of Electrotechnical Engingan Mo-
helnice, (Czech Republic)

1995-2000 Master degree in automation and control at Brneeldn
sity of Technology, Faculty of Electrical Engineering and
Computer Science, Department of Automatic Control and
Instrumentation, (Czech Republic). Master Thesis: Adap-
tive control of the heat systems

2000—now Ph.D. student at thBystemes Avancés de Reégulation
et Commande Group, Laboratoire d’Automatique de
GrenobleINPG/ENSIEG, (France) and at Brno University
of Technology, Faculty of Electrical Engineering and Com-
puter Science, Department of Automatic Control and Instru-
mentation, (Czech Republic).

PUBLISHED PAPERS

[1] M. Bezdeék, A. Besancon-Voda, and B. Hrika. A novel algorithm for output-
error identification of MIMO state-space models Aroceedings of the 3rd Com-
putational Engineering in Systems Applications multieogrice (CESA 2003)
pages 1-8, Lille, France, 2003.

[2] B. Hnilicka, A. Besancon-Voda, M. Begl, and P. Pivoka. ldentification en
boucle fermée des modeles représentation d’état physifu€onférence In-
ternationale Francophone d’Automatique (CIFA 200@age Accepted, Douz,
Tunis, 2004. (in English).

[3] B. Hnilicka, A. Besancon-Voda, and G. Filardidvances in Automatic Conttol
chapter Control of DVD players; focus and tracking contoold, pages 101-128.
Kluwer Academic Publishers, Boston, 2004.

[4] B. Hnilicka, A. Besancon-Voda, G. Filardi, and H.-J. Schroder. Ppthee-
ment/sensitivity function shaping and controller ordetuetion in DVD players
(Focus control loop). IfProceedings of the 17th European Control Conference
(ECC 2003) pages 1-6, Cambridge, U.K., 2003.

[5] B. Hnilicka, A. Besancon-Voda, G. Filardi, and H.-J. Schroder. Ptdee-
ment/sensitivity function shaping and controller ordetuetion in DVD players
(Tracking control loop). IProceedings of the 3rd Computational Engineering

24



in Systems Applications multiconference (CESA 2Qt)es 1-8, Lille, France,
2003.

[6] B. Hnilicka, A. Besangcon-Voda, and P. Pika. Further results on the DVD
player robust control (tracking control loop). Rroceedings of 9th Conference
and Competition Student Electrical Engineering, Inforioatand Communica-
tion Technologies (STUDENT EEICT 2008nges 244—-248, Brno, Czech Re-
public, 2003.

[7] B. Hnilicka, A. Besancon-Voda, and H.-J. Schroder. Modelling tloeigaerror
signal generation in a DVD player. IRroceedings of the 3rd Computational
Engineering in Systems Applications multiconference @EE®3) pages 1-8,
Lille, France, 2003.

[8] B. Hnilicka, A. Besangon-Voda, H.-J. Schroder, and G. Filardi. Moagthe
focus error characteristic of a DVD player. Rroceedings of the 2002 IEEE
International Conference on Control Applications (CCA 2§)(pages 629-630,
Glasgow, Scotland, U.K., 2002.

[9] B. Hnilicka and P. Pivaka. Implementation of complex controller’s algorithms
from the program MATLAB-Simulink to program logic contrells. InProceed-
ings of the Colloguium MATLAB 200pages 318-321, Prague, Czech Republic,
2000. (in Czech).

[10] B. Hnilicka and P. Piveka. Implementation of heterogeneous algorithms from
MATLAB-Simulink into PLC. In Proceedings of the International 9th Zittau
Fuzzy Colloguiumpages 151-156, Zittau, Germany, 2001.

[11] P. Pivdika, K. Svancara, P. Krupansky, and B. Hikf. Hima implementace
vypocetrg nar@nych algoritmll. Teorie a praxe automatizac@ages 33-27,
2002. (in Czech).

25



ABSTRACT

This thesis concerns two main parts: The first part deals thighalgorithms for
identification of state-space systems with a given stredtuclosed-loop and the sec-
ond part treats the DVD modelling and control.

e The recursive algorithms for identification of a plant stap@ace model operating

26

in closed-loop are presented. It is shown that these algositgive an unbiased
estimation of the plant model parameters in the presenceisénvhen the plant

model is in the model set and the partial parametrizatiopdied. The bias dis-

tribution analysis shows that the inherent filtering effiacthis algorithm makes

it suitable tool for control relevant identification. Thesudts are also extended
for closed-loop identification of MIMO systems.

An analytical and a numerical photodetector models areldped. The influence
of model parameters on the focus error signal is discussedtified model qual-
ity is illustrated by a comparison with the real focus erngnal. These models
will be used to improve a future control performance.

A methodology useful for designing focus and radial conliolps that may be
used for a large quantity of future DVD players is presenidds methodology is
based on a pole placement with sensitivity function catibrawhich allows the
improved performances and robustness compared to the anttiaods used in
industry, without the increased complexity of controllers



ABSTRAKT

Tato disertani prace obsahuje é\nlavnicasti: Prvnicast se zabyva identifikaimi
algoritmy v uzavené smygce pro systémy popsané stavovou reprezentaci s danou
strukturou. Druh&ast pojednava modelovanfiaeni DVD grehravau.

e V praci jsou prezentovany rekurzivni algoritmy pro idek#fii modelli soustav,
popsanych stavovou reprezentaci, v tizae smyce. Je ukazano, Ze tyto algo-
ritmy poskytuji plesny odhad parametrll modelu soustavyfitopnnosti Sumu,
pokud se model soustavy nachazifidé identifikovanych modelll a je pouZita
paficnd parametrizace transfortm funkce. Analyza rozloZzeni chyby odhadu
ve frekvertni oblasti ukazuje, Ze diky filtraci zahrnuté v tomto altjou, je tento
algoritmus vhodnym nastrojem pro identifikaci modell gieich pro navrh re-
gulatoru. Vysledky jsou aplikovatelné pro identifikaci M@/systému v uzaené
smycce.

e Byl nalezen analyticky a numericky model fotodetektorukterym je provedena
analyza vlivu parametrl modelll na vznik chybového sigmb zaosbvani.
Srovnani realného chybového signalu se signalem ziskanémadelli demon-
struje gesnost identifikovanych modelll. Oba modely Ize pouzitikpseni kva-
lity Fidicich algoritmd.

V préaci je ukdzana metoda vhodna pro navrh regulatorli iaégusmyce pro
zaostovani a pro sledovani stopy na optickém disku v radialniraremMetodu
Ize také pouzit pro nové generace DVieprav&ll. Metoda je zaloZzena na
pricipu umiséni poll spolu s kalibraci citlivostnich funkci. Aplikaéto metody
bylo dosazeno zlepSeni kvality a robustnd&eni ve srovnani se séasnymi
metodami pouzivanymi v primyslu, bez naroku na vyssi sleregulatoru.
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