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1 Introduction
This is a shorten version of the author’s habilitation thesis. It is based on the research during
the years 2002–2011. The main part of the text is devoted to the homogenization of partial
differential equations with respect to uncertain input data. A summary of results obtained in
the field of discrete fractional calculus and dynamic difference equations of fractional orders
is presented as well.

Mathematical modelling of problems set in a highly heterogeneous medium brings some
difficulties, especially from the numerical viewpoint (to capture the structure we need very
fine meshes and thus the resulting number of equations can exceed the computational ca-
pabilities). One of the useful mathematical methods designed to overcome this shortcoming
is the homogenization theory (for introduction we refer, e.g. to [17]) following the idea of
replacement of a heterogeneous environment by a homogeneous one having the same proper-
ties on the macroscopic level. Although the homogenization provides quite a powerful tool,
its practical use is restricted to the case of periodic structures. Unfortunately, in the real
world, we can meet rather almost periodic and sometimes even completely stochastic structu-
res so that some uncertainty in the spatial distribution should be taken into account. Another
aspect of treating with real environments is an uncertainty in the sense of knowledge of the
physical/material constants such as the modulus of elasticity, heat conductivity, etc. These
parameters are usually obtained by measurements and consequently by (numerical) solving
of an inverse (identification) problem. Both of these steps exhibit errors, therefore the phy-
sical constants vary with some extent around the nominal values. The overall error can be
superimposed in the case of a highly heterogeneous medium.

The work focuses on mathematical modelling of problems with heterogeneous structures
using the homogenization of partial differential equations. Contrary to the usual approach, we
assume input data (namely the coefficients of the studied equations) to be uncertain in some
sense.

We adopt a deterministic approach to the problem with uncertainties, the so-called worst
scenario method (or method of reliable solution) introduced by Hlaváček (for a comprehensive
guide see [38]). As the name of the method suggests, the main idea is to locate the input
data that are critical from a certain point of view. In other words, the method searches for
dangerous states. As a criterion evaluating which data are “bad” or “good”, respectively,
a suitable functional has to be chosen.

The presented results are based on the author’s papers [55], [56], [57], [58], [59], [60] and
on the collaborative papers [20], [21], [23] and [31]. The text is organised as follows. Basic
concepts used in the main parts of the text are introduced in Section 2. The linear problems
are discussed in Section 3. Several worst scenarios focused on finding some critical ranges of
effective (homogenized) properties of the studied heterogeneous medium are introduced and
analysed here. Section 4 deals with a nonlinear analogue of the problem introduced in Section
3. This nonlinearity is assumed to be of the strongly monotone type. Both the uncertainties in
the values of the coefficients as well as some shape uncertainties of the heterogeneous structure
are investigated. Some functional analysis tools designed to simplify the key steps in the ho-
mogenization procedure are discussed in Section 5. Additional comments and further research
perspectives are presented in Section 6. Finally, Section 7 motivates the study of differential
equations of fractional orders and presents our results concerning discretised analogues of these
equations.

Let us start with some preliminaries. The symbol (·, ·) stands for the scalar product in
Rd, d = 2, 3, . . . , and | · | =

√
(·, ·) is the Euclidean norm. The row and column vectors

will be not distinguished. By Ω we denote a domain in Rd with Lipschitz boundary ∂Ω and
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ν being its unit outward normal vector. The closure of Ω is denoted by Ω. If A ∈ Rd×d is
a matrix, then AT and Aj denotes its transpose and jth row, respectively (if another subscript
is required, we shall write, e.g. An,j for the jth row of the matrix An). A matrix A ∈ Rd×d is
called symmetric if A = AT and the space of all symmetric matrices is denoted by Rd×d

sym (with
dimension d(d+ 1)/2).

The symbols C(Ω), C(Ω), Ck(Ω), k = 1, 2, . . . , and C∞0 (Ω) stand for the space of functions
continuous on Ω, the space of functions from C(Ω) continuously extendable on Ω, the space
of functions from C(Ω) having the partial derivatives up to order k in C(Ω) and the space
of infinitely differentiable (smooth) functions with compact support in Ω, respectively. The
Lebesgue spaces Lp(Ω), 1 ≤ p ≤ ∞, of integrable functions on Ω are equipped with the
standard norms. We shall employ also its vector valued analogues for p = 2,∞ with the norms

‖u‖L2(Ω;Rd) =

(∫
Ω
|u|2 dx

)1/2

=

(
d∑
i=1

‖ui‖2
L2(Ω)

)1/2

, ‖u‖L∞(Ω;Rd) = ess sup
x∈Ω

max
i∈{1,...,d}

|ui(x)|.

Dual spaces to Lp(Ω), 1 ≤ p <∞, are represented by Lp
′
(Ω), where p′ = p/(p− 1) is the dual

exponent. The Lebesgue measure of a measurable set S ⊂ Rd is denoted by meas d S and the
integral mean value (meas d S)−1

∫
S
f(x) dx of a function f ∈ L1(S) is denoted by MSf . The

Sobolev space H1(Ω) of functions with integrable (distributive) derivatives is equipped with

the norm ‖u‖H1(Ω) =
(
‖u‖2

L2(Ω) + ‖∇u‖2
L2(Ω;Rd)

)1/2
and its subspace H1

0 (Ω) of functions with
zero trace is equipped with the norm ‖u‖H10 (Ω) = ‖∇u‖L2(Ω;Rd) which is possible due to the
Poincaré inequality (see, e.g. [17, Prop. 3.35]). The dual space to H1

0 (Ω) is denoted by H−1(Ω).
For any F ∈ H−1(Ω) there exist d+ 1 functions f0, f1, . . . , fd in L2(Ω) such that, formally,

F = f0 +
d∑
i=1

∂fi
∂xi

(1.1)

and ‖F‖2
H−1(Ω) = inf

∑d
i=0 ‖fi‖2

L2(Ω), where the infimum is taken over all (d+1)-tuples f0, f1, . . . ,

fd such that (1.1) holds.
Let Y = (0, y1) × (0, y2) × · · · × (0, yd), where y1, . . . , yd are given positive numbers, be

the so-called reference cell. Then a function f(y) defined a.e. on Rd is called Y -periodic iff
f(y+kyiei) = f(y) a.e. on Rd, ∀k ∈ Z, i = 1, . . . , d, where ei is the unit orthogonal basis vector
of Rd. If the function f has another variable (say x), it is called Y -periodic in y. Function
spaces of Y -periodic functions are denoted by the subscript #. A function v is in X#(Y ) iff
v is Y -periodic and v ∈ X(Q) for each compact subset Q ⊂ Rd. The space X#(Y ) can be
“smaller” than the space X(Y ) of functions extended by Y -periodicity, e.g. while Lp#(Y ) can
be identified with Lp(Y ), C#(Y ) is a closed subspace of C(Y ), since the elements of C#(Y )
have the same values on the opposite faces of Y . Similarly, by H1

#(Y ) we denote the space of
Y -periodic functions from H1(Y ) having the same traces on the opposite faces of Y and, in
addition, having the zero integral mean value over Y . The norm on H1

#(Y ) is introduced as
‖v‖H1#(Y ) = ‖∇v‖L2(Y ;Rd) which is possible due to the Poincaré-Wirtinger inequality (see, e.g.
[17, Prop. 3.38]).

We shall also use spaces of abstract functions v : O → X, where O is either Ω or Y and
X is a function space. In particular, the norm of Lp(Ω;C#(Y )), 1 ≤ p < ∞, is introduced as

‖v‖Lp(Ω,C#(Y )) =
(∫

Ω

(
supy∈Y |v(x, y)|

)p
dx
)1/p

.
If X is a Banach space and X ′ its dual, then the duality pairing is denoted by 〈·, ·〉X′,X .

The convergences are denoted as usual, “→ ” means the strong convergence (in norm), “ ⇀ ”
the weak convergence, “

∗
⇀ ” the ∗-weak convergence and finally, the uniform convergence is

denoted by “⇒”. The notation ε → 0+ stands for a sequence of small positive parameters
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εn converging to zero as n → ∞ (the same holds for the sequences {hn} and {kn} used as
discretization parameters in Section 3).

2 Basic principles
2.1 Homogenization
A typical model problem serving for demonstrating the homogenization procedure is a boun-
dary value problem for linear second order elliptic partial differential equation. This type
of problem models many physical phenomena, e.g. the stationary heat conduction, diffusion,
electrical circuit, etc. For simplicity, let us consider the homogeneous Dirichlet boundary value
problem {

−div(A(x)∇u) = f in Ω ,

u = 0 on ∂Ω .
(2.1)

Suppose that a heterogeneous structure occupies the domain Ω such that the heteroge-
neities are very small compared to the size of Ω and are evenly distributed. For an easier
mathematical description, we can consider this “nice” distribution to be periodic. A typical
example of such heterogenous structure is a composite material composed of two (or more)
finely mixed components. In general, the composite materials have “better” properties compa-
red to the properties of particular components and are nowdays widely used in many branches
of industry. Obviously, the material properties (such as the heat conductivity, modulus of elas-
ticity, etc.) oscillate between two (or more) different values, so that the matrix of coefficients
A(x) is discontinuous. The discontinuities cause that the model is difficult to treat, especially
from the numerical point of view – a discretization of fine discontinuous structure is very ex-
tensive resulting into very large numbers of equations. At this place it is also worth mentioning
that a simple averaging of properties of the particular components does not provide a good
description of the composite’s macroscopic behaviour.

The periodic description is stored in the matrix of coefficients A(x) and can be characterized
by a positive real parameter ε, i.e. we have Aε(x). The smaller ε means the finer structure.
This suggests to investigate the behaviour of material in a sequence when ε → 0+, i.e. when
the period is diminishing, see Figure 1 in the full version of the thesis. Mathematically, the
homogenization of (2.1) means the analysis of a sequence of problems of the type (2.1) for
ε → 0+ (one term of this sequence is supposed to be the original one). Of course, there are
some natural questions: is there any u0 to which uε converge? If so, what is the limit problem
of which u0 is the solution? How well does u0 approximate uε? The aim of the mathematical
homogenization theory is to answer these questions.

Taking the reference period Y and assuming that the matrix A(y) is Y -periodic, the matrix
Aε(x) can be defined in a natural way by Aε(x) = A(y)|y=x/ε, see Figure 2 in the full version
of the thesis. Replacing A(x) in (2.1) by Aε(x), ε→ 0+, we obtain the sequence of problems{

Aεuε := −div(Aε(x)∇uε) = f in Ω ,

uε = 0 on ∂Ω .
(2.2)

Since Aε(x) is discontinuous, (2.2) can not be taken in the classical sense, we proceed to the
weak formulation{

Find uε ∈ H1
0 (Ω) such that∫

Ω(Aε(x)∇uε,∇v) dx = 〈f, v〉H−1(Ω),H10 (Ω) , ∀v ∈ H1
0 (Ω) .

(2.3)

The solvability of the problem is based on the Lax-Milgram lemma (see, e.g. [17, Thm. 4.6]).
To fulfill all its assumptions, for any 0 < α < β and any open set O ⊂ Rd, we introduce the
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set M(α, β,O) of all matrix valued functions M = (mij)di,j=1 ∈ L∞(O;Rd×d) satisfying

(M(x)ξ, ξ) ≥ α|ξ|2 , (2.4)

|M(x)ξ| ≤ β|ξ| , (2.5)

∀ξ ∈ Rd and a.e. on O. Assuming A ∈M(α, β, Y ) is Y -periodic, we also have Aε ∈M(α, β,Ω)
and therefore we can state:

Theorem 2.1. Let A ∈M(α, β, Y ) be Y -periodic and f ∈ H−1(Ω). Then there exists a unique
solution uε ∈ H1

0 (Ω) of (2.3). Moreover, we have the estimate

‖uε‖H10 (Ω) ≤
1
α
‖f‖H−1(Ω) . (2.6)

A complete proof can be found, e.g. in [17, Thm. 4.16].
We wish to pass to the limit in (2.3). Since the sequence of solutions {uε}, ε → 0+,

is bounded in H1
0 (Ω), there exists an element u0 ∈ H1

0 (Ω) such that, up to a subsequence,
uε′ ⇀ u0 in H1

0 (Ω) as ε′ → 0+. On the other hand, denoting ζε = Aε∇uε, it is easy to check
that ‖ζε‖L2(Ω;Rd) ≤ α−1β‖f‖H−1(Ω) due to the Cauchy-Schwarz inequality, (2.5) and (2.6). It
means that there exists a subsequence (still denoted by {ζε′}) such that ζε′ ⇀ ζ0 in L2(Ω;Rd) as
ε′ → 0+. This implies the limit of (2.3) in the form

∫
Ω(ζ0, v) dx = 〈f, v〉H−1(Ω),H1(Ω). The crucial

step is to identify ζ0 in terms of ∇u0. The main difficulty is caused by the fact that ζε contains
the product of two weakly convergent sequences which, in general, does not converge (weakly)
to the product of their limits. It is known that for a sequence of functions gε(x) = g(y)|y=x/ε,
ε→ 0+, where g ∈ Lp#(Y ), 1 ≤ p ≤ ∞, it holds

gε ⇀MY g in Lp(Ω) , 1 ≤ p <∞ , and gε
∗
⇀MY g in L∞(Ω) . (2.7)

Hence, we have ζ0 6= A0∇u0, where A0 = MYA. Similarly, (2.7) holds if we take gε(x) =
g(x, y)|y=x/ε (assuming g is Y -periodic in y and regular enough).

To overcome the mentioned difficulty, several concepts have been introduced so far. First,
the form of the homogenized problem can be derived (in a rather heuristic way) using the
asymptotic expansion method, where the solution uε(x) is assumed to possess the two-scale
expansion (one variable is “slow” representing the global behaviour while the second variable
is “fast” representing the local behaviour)

uε(x) = u0(x, y) + εu1(x, y) + ε2u2(x, y) + . . . |y=x/ε . (2.8)

Substituting (2.8) into (2.2) and equating the terms with the same powers of ε, we obtain
an infinite system of equations which enables to compute consecutively the functions u0, u1,
etc., for details see, e.g. [17, Chap. 7]. Here we only note that the first three equations of
the mentioned system determine the form of the homogenized problem with u0(x, y) = u0(x)
being the homogenized solution.

The classical method due to Tartar (called the energy method) is based on a special choice
of the test functions designed so that passing to the limit in (2.3) is possible (we remind that
(2.3) contains the product of two weakly convergent sequences), see, e.g. [17, Chap. 8].

Study of problems of the type (2.3) with (in general) a non-periodic symmetric matrix A
led to the notion of G-convergence introduced by Spagnolo. It was later extended by Tartar
and Murat also for the non-symmetric case under the notion of H-convergence, see [51].

For the case of variational formulations of the mentioned problems, the Γ-convergence of
functionals was proposed as a related tool, see, e.g. [24].

Finally, the most powerful tool in the periodic homogenization, called the two-scale con-
vergence, was introduced at the end of 80’s by Nguetseng and later popularized by Allaire,
see [61], [4]. Only recently, this concept was extended under the notion of Σ-convergence to
non-periodic cases, see [62].
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To summarise the above considerations, we can state:

Theorem 2.2. Let A ∈ M(α, β, Y ) be Y -periodic, uε be the solution of (2.3) with Aε(x) =
A(x/ε), ε→ 0+, and f ∈ H−1(Ω). Then uε ⇀ u0 in H1

0 (Ω) and Aε∇uε ⇀ B∇u0 in L2(Ω;Rd),
where u0 is the unique solution of the so-called homogenized problem:{

Find u0 ∈ H1
0 (Ω) such that∫

Ω(B∇u0,∇v) dx = 〈f, v〉H−1(Ω),H10 (Ω) , ∀v ∈ H1
0 (Ω) .

(2.9)

The constant matrix B = (bij)di,j=1 ∈ Rd×d is given by bij = MY

(
aij(y)− (Ai(y),∇wj(y))

)
and

the auxiliary function w = (w1, . . . , wd) is the unique solution of the local problem{
Find wj ∈ H1

#(Y ), j = 1, . . . , d , such that∫
Y

(A(y)∇wj,∇φ) dy =
∫
Y

(ATj (y),∇φ) dy , ∀φ ∈ H1
#(Y ) .

(2.10)

Moreover, B ∈M(α, β2/α,Ω) (in the symmetric case A = AT even B ∈M(α, β,Ω)).

Remark 2.3. By the weak convergence uε ⇀ u0 in H1
0 (Ω), we have also uε → u0 in L2(Ω) due to

the Rellich theorem on compact embedding. However, as for the gradient, we have ∇uε ⇀ ∇u0

in L2(Ω;Rd) only – the gradient ∇uε is discontinuous on the interfaces of particular phases
of the periodic heterogeneous structure, i.e. it contains a periodic component. Hence, we can
expect the behaviour in the sense of convergence (2.7).

From now on, the reference cell is taken (without a loss of generality) as the unit cube, i.e.
Y = (0, 1)d.

2.2 Worst scenario method
Worst scenario method is a deterministic method designed to solve problems containing uncer-
tain inputs such as the coefficients in the equation, right-hand side, functions from boundary
conditions, geometry of the domain, etc. The key step is ability to determine a set of the so-
called admissible data on which a suitable functional can be defined. This functional evaluates
a state (physical quantity) of the model problem from certain point of view, hence it serves
as criterion saying which data are “bad” or “good”, respectively. Then the worst scenario is
obtained by looking for maxima of the functional. Although this approach can be sometimes
too pessimistic (especially in the cases, when the probability of occurrence of the “bad” data
is small), it does not require any probabilistic information on the data distribution.

This subsection recalls the results of [38, Chap. II] concerning the general abstract scheme
of the method.

Let us consider a state problem P(A;u), where A denotes input data and u is the state
variable. Let Uad denote a given set of admissible data and assume A ∈ Uad ⊂ U , where U is
a Banach space and u ∈ W , where W is a reflexive Banach space. Further, assume that

(A1) a unique solution u(A) of P(A;u) exists for any A ∈ Ũad, where Uad ⊂ Ũad ⊂ U ,

(A2) the sets Uad and Ũad are compact in U ,
(A3) if An ∈ Uad and An → A in U as n→∞, then u(An) ⇀ u(A) in W ,

(A4) a criterion functional Φ : Ũad ×W → R is given such that: if An ∈ Ũad, An → A in
U and vn ⇀ v in W as n→∞, then lim supn→∞Φ(An, vn) ≤ Φ(A, v).

The goal is to solve the worst scenario maximization problem{
Find AN ∈ Uad such that for all A ∈ Uad we have

Φ(A, u(A)) ≤ Φ(AN, u(AN)) .
(2.11)
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Theorem 2.4. Let (A1)–(A4) be fulfilled. Then (2.11) has at least one solution.

For the proof of the theorem see [38, Thm. 3.1].

Remark 2.5. The weak convergences u(An) ⇀ u(A) in (A3) and vn ⇀ v in (A4), respectively,
can be replaced by the strong convergences.

A modification for the case of nonunique solution can be found in [38, Remark 3.1 and
Thm. 3.2].

Remark 2.6. The next step (as it is usual) consists in dealing with a finite dimensional ap-
proximation of the above introduced worst scenario problem due to the numerical reasons.
Compared to the classical theory with exactly given input data, a discretization of problems
with uncertain inputs is a more difficult task, because usually both the set of admissible data
and the state space are required to be discretised. The introduction of approximate worst
scenario method including the corresponding convergence analysis to the infinite dimensional
problem is covered in [38, Sect. 3.2 and 3.3]. Here we only note that the original paper [37] de-
voted to the worst scenario method dealt with a model problem for the quasi-linear equation.
This kind of problem exhibits a well-known phenomenon, where the uniqueness of a solution
is guaranteed while the uniqueness of an approximate solution is not. This fact is taken into
account in the mentioned paragraphs.

3 Homogenization of linear elliptic problems with un-
certain input coefficients

This section summarises the results published in [57]. A suitable initial value problem for the
linear elliptic problem set in a highly heterogeneous (periodic) medium is studied by means
of the homogenization method. The matrix of the coefficients in the equation is considered
to be uncertain in some sense. Several worst scenario problems related to finding the critical
values of the homogenized coefficients are investigated. The analysis is accompanied by a few
numerical experiments.

3.1 Model problem
For convenience, we consider a mixed initial boundary value problem with Dirichlet and Ne-
umann condition in the form 

−div(Aε(x)∇uε) = f in Ω ,

uε = 0 on ΓD ,

(Aε(x)∇uε, ν) = g on ΓN ,

(3.1)

where ∂Ω = ΓD ∪ ΓN (measd−1ΓD > 0), Aε(x) = A(y)|y=x/ε and A(y) is a Y -periodic matrix
function.

The reference cell Y is supposed to consist of a finite number of disjoint subdomains
Yk ⊂ Y , k = 1, . . . ,m and their complement Y0 in Y . The uncertain matrix function A(y)
is considered to be constant on each of these subdomains with the values known in given
intervals only and such that it is symmetric and positive definite, i.e. A = AT , (A(y)ξ, ξ) > 0
∀ξ 6= 0 and a.e. on Y . More precisely, let us introduce the set of admissible data Uad as

Uad = {A ∈ L∞# (Y ;Rd×d
sym) : A ∈ Rd×d

sym on Yk , A|Yk ∈ [C`
k, C

u
k ], k = 0, . . . ,m} ,

where C`
k = (c`ij,k)

d
i,j=1 ∈ Rd×d

sym and Cu
k = (cuij,k)

d
i,j=1 ∈ Rd×d

sym are given matrices of lower and
upper bounds such that the positive definiteness of the quadratic form (Aξ, ξ) is not violated
for any A ∈ Uad.
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Remark 3.1. The positive definiteness of the form (Aξ, ξ) is equivalent with the ellipticity
condition, i.e. there exists α > 0 such that (Aξ, ξ) > 0 ⇔ (Aξ, ξ) ≥ α|ξ|2, ∀ξ 6= 0. In the
case of symmetric interval matrices, a sufficient condition for positive definiteness of the form
(Aξ, ξ) was introduced by Rohn, see [66]. In our notation, it can be formulated: a quadratic
form (Aξ, ξ), A ∈ Uad, is positive definite if λmin

(
2−1(C`

k + Cu
k )
)
− ρ

(
2−1(Cu

k − C`
k)
)
> 0,

k = 0, 1, . . . ,m, where λmin(M) and ρ(M) are the minimal eigenvalue and the spectral radius
of the matrix M .

Finally, directly from the construction of Uad, it follows that there exist constants αad, βad
such that

A ∈M(αad, βad, Y ) , ∀A ∈ Uad . (3.2)

Remark 3.2. In the case of an anisotropic medium in principal direction, the matrix A is
diagonal and in the case of isotropic medium the diagonal elements coincide.

Introducing the subspace V of H1(Ω) as V = {v ∈ H1(Ω) : v = 0 on ΓD} (in the sense
of traces) with the norm ‖v‖V = ‖∇v‖L2(Ω;Rd) (this is possible due to the Poincaré-Friedrichs
inequality, see, e.g. [17, Prop. 3.36]), the weak formulation of (3.1) reads:{

Find uAε ∈ V such that∫
Ω(Aε(x)∇uAε ,∇v) dx =

∫
Ω fv dx+

∫
ΓN
gv ds , ∀v ∈ V .

(3.3)

The solvability of (3.3) is again a consequence of Lax-Milgram lemma. More precisely, we have

Theorem 3.3. Let A ∈ Uad, f ∈ L2(Ω) and g ∈ L2(ΓN). Then there exists a unique solution
of (3.3) satisfying ‖uAε ‖V ≤ C, where the constant C does not depend on ε and A.

3.2 Homogenized linear elliptic operator
Following the ideas presented in Subsection 2.1, it can be guessed that the boundary conditions
do not affect the homogenized operator. Hence, the homogenized (limit) problem to (3.3) reads:{

Find uA ∈ V such that∫
Ω(BA∇uA,∇v) dx =

∫
Ω fv dx+

∫
ΓN
gv ds , ∀v ∈ V ,

(3.4)

where the constant matrix BA = (bAij)
d
i,j=1 ∈ Rd×d is given by

bAij = MY (aij − (Ai,∇wAj )) (3.5)

and wA = (wA1 , . . . , w
A
d ) is the solution of the local problem{

Find wAj ∈ H1
#(Y ), j = 1, . . . , d , such that∫

Y
(A∇wAj ,∇φ) dy =

∫
Y

(ATj ,∇φ) dy , ∀φ ∈ H1
#(Y ) .

(3.6)

Remark 3.4. Since the original matrix A ∈ M(αad, βad, Y ) is assumed to be symmetric, we
also have BA ∈ M(αad, βad, Y ). This and the assumptions on f and g guarantee existence
of a unique solution uA due to the Lax-Milgram lemma. Moreover, BA is also symmetric, for
details see, e.g. [25].

If A is diagonal with elements that are even functions with respect to the planes of symme-
try yj = 1/2, j = 1, . . . , d, then BA is also diagonal. It is a direct consequence of (3.5) taking
into account that the solution wAj of (3.6) is an even function with respect to the plane yj = 1/2
and it is an odd function with respect to the planes yi = 1/2, i = 1, . . . , j − 1, j + 1, . . . , d.

Correctors
As we have observed in the previous sections, the homogenized solution uA approximates the
original “heterogeneous” solution uAε in the sense of weak convergence uAε ⇀ uA in H1

0 (Ω). It
implies (due to the compact embedding of H1

0 (Ω) into L2(Ω) stated by Rellich theorem) that

11



uAε → uA in L2(Ω) and ∇uAε ⇀ ∇uA in L2(Ω;Rd). In order to improve the approximation of
the gradient, let us define the function

Cu
A
ε (x) := uA(x)− ε(wA(x/ε),∇uA(x)) , (3.7)

where uA is the solution of (3.4) and wA is the Y -periodic extension of the solution to (3.6).
This function is called the homogenized solution with corrector.

Theorem 3.5. Let uA solve (3.4) such that uA ∈ C2(Ω). Then ‖uAε − Cu
A
ε ‖H1(Ω) → 0 as

ε→ 0+.

The proof can be found in [29, p. 38].

Remark 3.6. The homogenized solution with corrector improves approximation of the gradient
∇uAε , however, it violates the Dirichlet boundary condition, i.e. Cu

A
ε 6= 0 on ΓD. It can be

“repaired” if we multiply the corrector by the so-called cut-off function mε : Ω → [0; 1], for
details see, e.g. [29, p. 30].

3.3 Choice of the criterion functionals
In this subsection we introduce a few criteria and prove existence of a solution to the corre-
sponding worst scenario problems.

Homogenized coefficients
The first problem deals with the range of the homogenized coefficients. A natural question is
whether the extremal values of the original discontinuous matrix A yield also the extremal
values of the homogenized coefficients. Therefore, in view of (3.5), we define the functionals
Φij : Uad ×H1

#(Y )→ R as

Φij(A, φ) = MY (aij − (Ai,∇φ)) , A ∈ Uad, φ ∈ H1
#(Y ) , i, j = 1, . . . , d . (3.8)

Let us set Jij(A) = Φij(A,wAj ), where wAj is the unique solution of (3.6), and consider the
following worst scenario problems:

Find AN ∈ Uad and AH ∈ Uad such that

Jij(A) ≤ Jij(AN) , ∀A ∈ Uad, i, j = 1, . . . , d and

Jij(AH) ≤ Jij(A) , ∀A ∈ Uad, i, j = 1, . . . , d , respectively.

(3.9)

The solvability of (3.9) is based on the following compactness and continuity properties (the
proofs can be found in the full version of the thesis).

Lemma 3.7. Every sequence {An} ⊂ Uad, n→∞, contains a subsequence converging to an
element A ∈ Uad in L∞# (Y ;Rd×d

sym).

Lemma 3.8. Let An, A ∈ Uad such that An → A in L∞# (Y ;Rd×d
sym) as n→∞. Then wAnj → wAj

in H1
#(Y ), j = 1, . . . , d.

These two properties are crucial in the proof of the following assertion, see the full version
of the thesis.

Theorem 3.9. Problem (3.9) has at least one solution.

Generalized gradient
The second problem focuses on the auxiliary function wA. As we have observed, this function
plays an essential role in the solution with corrector Cu

A
ε which (under some assumptions)

improves the approximation of the homogenized solution in the sense of strong convergence
‖uAε − Cu

A
ε ‖H1(Ω) → 0. In other words, Cu

A
ε approximates both the values of uAε as well as

12



the gradient ∇uAε . In technical applications, the so-called generalized gradient of the solution
plays an important role (it can represent, e.g. the heat flow vector). Since Aε is bounded in
L∞(Ω), we have also the convergence ‖Aε∇uAε −Aε C∇uAε ‖L2(Ω;Rd) → 0 as ε→ 0+ and thus, for
ε small enough, the term Aε C∇uAε represents a reasonable approximation of the generalized
gradient Aε∇uε. By (3.7) we have

Aε(x) C∇uAε (x) = A(x/ε)∇
(
uA(x)− ε(wA(x/ε),∇uA(x))

)
=A(x/ε)

(
∇uA(x)− ε(ε−1∇ywA(x/ε),∇uA(x))− ε(wA(x/ε),∇∇uA(x))

)
.

Neglecting the term ε(wA(x/ε),∇∇uA(x)), we introduce the vector tA(x, y) = A(y)(∇uA(x)−
(∇ywA(y),∇uA(x)). Let us eliminate the influence of the global function ∇uA by the constra-
int condition |∇uA| = 1. Since we are interested in finding maximal (critical) values of the
generalized gradient, we define the criterion functional as

J(A) = (measdỸ )−1

(∫
Ỹ

|t̂A(y)|2dy

)1/2

, (3.10)

where t̂A is taken as t̂A = max|∇uA|≤1 t
A and Ỹ is a suitable subset of the reference cell Y

(typically at places of “sharp changes” of the composite components, where the “peaks” of
derivatives are high). The ith component of tA is a linear function in the variable ξ = ∇uA
of the form (ci, ξ), where the vector ci = (ci1, . . . , c

i
d) is given by cij = (−Ai,∇wAj − ej) and ej

is the standard unit orthonormal basis vector. By the method of Lagrange multipliers we can
observe that this linear function has the maximal value |ci| on the unit disk |ξ| ≤ 1. Hence, J
can be expressed as J(A) = (meas d Ỹ )−1(

∫
Ỹ

∑d
i=1

∑d
j=1(−Ai,∇wAj − ej)2 dy)1/2.

Remark 3.10. Obviously, the “smooth” gradient ∇uA does not affect the values of the ge-
neralized gradient t as strongly as the rapidly oscillating matrix ∇wA(x/ε). Thus, we have
eliminated its influence to obtain the microstructure description only (in the variable y). Since
we look for the maximal values on the set |∇uA| ≤ 1, we get an upper estimate of tA for
a.a. x ∈ Ω. The elimination by the constrained condition |∇uA| = 1 is carried out for each
component of tA separately. It would be more natural to use this constrained condition for the
(squared) length of the gradient |tA|2. However, it leads to a much more complicated form.

The corresponding worst scenario problem reads:{
Find AN ∈ Uad such that

J(A) ≤ J(AN) , ∀A ∈ Uad ,
(3.11)

where J(A) is given by (3.10).

Theorem 3.11. Problem (3.11) has at least one solution.

Proof. See the full version of the thesis.

Homogenized solution
Now, let us define the functional J by the relation

J(A) = (measd Ω̃)−1

∫
Ω̃
uA(x) dx , (3.12)

where Ω̃ is a suitably chosen subset of Ω and uA is the solution of (3.4). It represents the
average value of the homogenized solution (e.g. temperature) over Ω̃. In other words, we are
interested in the impact of the coefficients matrix A on uA at some (critical) places of material.
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The corresponding worst scenario problem reads:{
Find AN ∈ Uad such that

J(A) ≤ J(AN) , ∀A ∈ Uad ,
(3.13)

where J is now given by (3.12).

Lemma 3.12. Let An → A in L∞# (Y ;Rd×d
sym). Then BAn → BA in Rd×d

sym.

Theorem 3.13. Problem (3.13) has at least one solution.

The proofs of the statements can be found in the full version of the thesis.

3.4 Finite dimensional approximation of the problems
This subsection deals with approximate solutions to the problems discussed above. LetH1

#,h(Y )
be a finite dimensional subspace of H1

#(Y ) (h is a discretization parameter, e.g. the one from
the finite element method). The Galerkin approximation of (3.6) reads:{

Find wAh,j ∈ H1
#,h(Y ), j = 1, . . . , d, such that∫

Y
(A∇wAh,j,∇φh) dy =

∫
Y

(ATj ,∇φh) dy , ∀φh ∈ H1
#,h(Y ) .

(3.14)

Theorem 3.14. There exists a unique solution of (3.14). Moreover, there exits a sequence of
subspaces {H1

#,h(Y )} such that wAh,j → wAj in H1
#(Y ), j = 1, . . . , d, as h→ 0+.

Denoting Jhij(A) = Φij(A,wAh,j), where Φij are given by (3.8) and wAh is the vector of
solutions to (3.14), the finite dimensional approximation of (3.9) reads:

Find ANh ∈ Uad and AHh ∈ Uad such that

Jhij(A) ≤ Jhij(A
N
h ) , ∀A ∈ Uad , i, j = 1, . . . , d and

Jhij(A
H
h ) ≤ Jhij(A) , ∀A ∈ Uad , i, j = 1, . . . , d , respectively.

(3.15)

Theorem 3.15. Problem (3.15) has at least one solution.

Lemma 3.16. Let {ANh}, h → 0+, be a sequence of approximate solutions to (3.15) such
that ANh → A in L∞# (Y ;Rd×d

sym), let wAh and wA be the vectors of solutions to (3.14) and (3.6),

respectively, and let {H1
#,h(Y )}, h → 0+, be a sequence approximating H1

#(Y ). Then w
AN
h

h →
wA in H1

#(Y ;Rd) as h→ 0+.

Theorem 3.17. Let {ANh} and {AHh}, h→ 0+, be sequences of solutions to (3.15), let AN and
AH be solutions of (3.9) and let a sequence of finite-dimensional subspaces {H1

#,h(Y )} appro-
ximate H1

#(Y ). Then there exist extracted subsequences {ANh′} and {AHh′} such that Jh
′

ij (ANh′)→
Jij(AN) as h′ → 0+ and Jh

′
ij (AHh′)→ Jij(AH) as h′ → 0+, respectively.

Remark 3.18. In general, Ã 6= AN, since the uniqueness of ANh and AN is not guaranteed.

Denoting by Jh(A) the functional defined by (3.10) with wA replaced by wAh , the approxi-
mation of (3.11) reads: {

Find ANh ∈ Uad such that

Jh(A) ≤ Jh(ANh ) , ∀A ∈ Uad .
(3.16)

Theorem 3.19. Problem (3.16) has at least one solution.
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Theorem 3.20. Let {ANh}, h→ 0+, be a sequence of solutions to (3.16), let AN be the solution
of (3.11) and let a sequence of finite-dimensional subspaces {H1

#,h(Y )} approximate H1
#(Y ).

Then there exists a subsequence {ANh} such that Jh′(ANh′) → J(AN) as h′ → 0+, where J is
given by (3.10).

The proof relies on the same steps as the proof of Theorem 3.17.
An approximation of (3.13) requires the introduction of two parameters: h being the dis-

cretization parameter of H1
#(Y ) and k being the discretization parameter of V . Let us denote

Jh,k(A) = (measd Ω̃)−1
∫

Ω̃ u
A
h,k(x) dx. Here, Ω̃ has the same meaning as in (3.12) and uAh,k is the

solution of the following discrete problem:{
Find uAh,k ∈ Vk such that∫

Ω(Bh
A∇uAh,k,∇vk) dx =

∫
Ω fvk dx+

∫
ΓN
gvk ds , ∀vk ∈ Vk ,

(3.17)

where Bh
A is given by (3.5) with wA replaced by wAh being the solution of (3.14) and Vk is

a finite dimensional subset of V .

Remark 3.21. It can be proved that Bh
A ∈ M(αad, βad, Y ) for all A ∈ Uad and therefore

existence and uniqueness of the solution to (3.17) is guaranteed by the Lax-Milgram lemma.

The finite dimensional approximation of (3.13) reads:{
Find ANh,k ∈ Uad such that

Jh,k(A) ≤ Jh,k(ANh,k) , ∀A ∈ Uad .
(3.18)

Theorem 3.22. Problem (3.18) has at least one solution.

Theorem 3.23. Let {ANh,k}, (h, k)→ (0+, 0+), be a sequence of solutions to (3.18) and let AN

be a solution of (3.13). Moreover, let {H1
#,h(Y )} and {Vk} be sequences approximating H1

#(Y )
and V , respectively. Then there exists a subsequence {ANhn,kn} such that Jhn,kn(ANhn,kn)→ J(AN)
as n→∞, where J is defined by (3.12).

Some comments to the proofs of this subsection statements can be found in the full version
of the thesis.

3.5 Numerical experiments
In this subsection we show a few 2D examples demonstrating the above considerations. The
input parameters are not real, they have an illustrative character only.

Methods of computations
All algorithms were programmed under the MATLAB environment with help of the PDE
toolbox and the NAG toolbox routine E04JAF.

The solution wAh = (wAh,1, w
A
h,2) of (3.14) is computed by the finite element method (using

the linear triangular elements). The algorithm is slightly modified for the requirements of
periodic solutions. The periodic boundary condition involves the values of wA being almost
everywhere the same on the opposite faces of Y . This means that the triangulation nodes
correspond on the opposite faces, i.e. they are positioned on the same levels and have the
same prescribed values. This correspondence can be ensured by the same numbering of two
opposite nodes. The resulting system of linear equations has a linearly dependent row, since
the “position” of solution is not fixed, so that we add the condition of zero mean value of wA

into the stiffness matrix.
The homogenized coefficients and the generalized gradient are obtained by means of nu-

merical integration.
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The approximate homogenized solution uAh,k is computed by the finite element method
(again with the linear triangular elements). In this case, the MATLAB routine assempde
included in the PDE toolbox is used, see [64].

Finally, the maximum (or minimum) of the criterion functional is obtained in the following
way. Since the matrix of the coefficients A can be represented by 3(m+ 1) values (we remind
that m is the number of subsets of the reference cell Y , see Subsection 3.1), finding extremes
of the functional reduces to finding extremes of 3(m+ 1) variable function on a compact set.
These extremes are obtained by use of the NAG E04JAF iterative routine based on a quasi-
Newton method which suitably approximates the Hess matrix from the function values, see
[52].

Examples
See the full version of the thesis.

4 Homogenization of monotone problems with uncer-
tain coefficients

This section summarises the results published in [31], [58] and [59] (we refer also to a very
introductory paper [60] intended for readers that are not familiar with the topic). We shall
deal with the homogenization of a nonlinear boundary value problem in the form{

A(u) := −div(a(x,∇u)) = f in Ω ,

u = 0 on ∂Ω .
(4.1)

This kind of problem represents a nonlinear conservation law. The coefficients of the operator
A describing a periodic structure are considered to be uncertain in the values, known in some
bounds only, but still satisfying certain continuity and monotonicity conditions.

The weak formulation of (4.1) considered in a sequence for ε→ 0+ takes the form
∫

Ω(aε(x,∇uaε),∇v) dx = 〈f, v〉H−1(Ω),H10 (Ω) , ∀v ∈ H1
0 (Ω) ,

uaε ∈ H1
0 (Ω) ,

(4.2)

where aε(x, ξ) := a(y, ξ)|y=x/ε and a(y, ξ) is an uncertain function from the set of admissible
data Uad.

Let us describe Uad in details. Let Y consist of a finite number of subdomains Y` occupied by
different components of a composite, i.e. Y =

⋃m
`=1 Y `, Yj ∩ Y` = ∅, ∀j 6= `, and meas d Y` > 0.

Each coefficient ai(y, ξ), i = 1, . . . , d, is supposed to be a function Y -periodic in y, constant
in y on each Yk and in the variable ξ dependent on ξi only, i.e. ai(y, ξ) = a`i(ξi) for y ∈ Y`,
where a`i : R → R are Lipschitz continuous and strongly monotone inside a fixed interval Ii
and linear outside of it. More precisely, let Ii = [ri, si], i = 1, . . . , d, ri < si, be fixed closed
intervals and let each function a`i satisfy for all ` = 1, . . . ,m:

|a`i(ξi)− a`i(ηi)| ≤ β`i |ξi − ηi| , ∀ξi, ηi ∈ Ii ,
(a`i(ξi)− a`i(ηi)) · (ξi − ηi) ≥ α`i(ξi − ηi)2 , ∀ξi, ηi ∈ Ii ,
a`i(ξi) = a`i(ri)− c`i(ri − ξi) , ∀ξi < ri ,

a`i(ξi) = a`i(si) + c`i(ξi − si) , ∀ξi > si ,

where α`i , β
`
i , c

`
i are fixed positive constants such that α`i < β`i < c`i . Let Si(α`i , β

`
i , c

`
i) denote

the set of all functions ai(y, ξ) satisfying the conditions listed above. Now we can define the
admissible set Uad

i for the ith coefficient ai(y, ξ), i = 1, . . . , d, as Uad
i = {ai ∈ Si(α`i , β`i , c`i) :

amin
i (y, ξ) ≤ ai(y, ξ) ≤ amax

i (y, ξ)}, where amin
i , amax

i are given functions from Si(α`i , β
`
i , c

`
i). The
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entire set Uad is defined as Uad = Uad
1 × · · · × Uad

d .
The solvability of (4.2) results from the following abstract theorem known from the theory

of monotone operators.

Theorem 4.1. Let V be a Hilbert space and A : V → V ′ an operator satisfying for some
α0, β0 > 0 and for all u1, u2 ∈ V :

‖A(u1)− A(u2)‖V ′ ≤ β0‖u1 − u2‖V (Lipschitz continuity) . (4.3)

〈A(u1)− A(u2), u1 − u2〉V ′,V ≥ α0‖u1 − u2‖2
V (strong monotonicity) . (4.4)

Then the operator equation A(u) = f has a unique solution for each f ∈ V ′.

This theorem can be proved by means of the Banach fixed point theorem. The function u
is a solution of the equation A(u) = f iff it is the fixed point of the mapping Tθ(u) =
u− θD−1(A(u)− f), where D : V → V ′ is the duality map of V and θ > 0. It can be shown
that for 0 < θ < 2α0/β

2
0 the mapping Tθ : V → V is contractive and thus there exists a fixed

point. Details can be found, e.g. in [30, Sect. 4], [67, Sect. 25.4].
In our problem, the construction of Uad implies existence of positive constants αad and βad

such that every function a ∈ Uad satisfies the estimates

|a(y, ξ)− a(y, η)| ≤ βad|ξ − η| , ∀y, ξ, η ∈ Rd , (4.5)

(a(y, ξ)− a(y, η), ξ − η) ≥ αad|ξ − η|2 , ∀y, ξ, η ∈ Rd . (4.6)

Then, taking V = H1
0 (Ω), it is not difficult to verify that the operatorAε(u) := −div(aε(x,∇u))

from (4.2) satisfies (4.3) and (4.4) with β0 = βad and α0 = αad.
To summarise the above considerations we can state

Theorem 4.2. Let a ∈ Uad. Then there exists a unique solution uaε of (4.2) for every f ∈
H−1(Ω) and every ε > 0 fixed.

Although existence and uniqueness of the solution can be obtained also under weaker mo-
notonicity and continuity assumptions (see, e.g. [30]), we shall need the introduced properties
in the following subsections.

4.1 Homogenized operator of the monotone type
A nonlinear analogy of Theorem 2.2 corresponding to (4.2) reads:

Theorem 4.3. Let a ∈ Uad, uaε be the solution of (4.2) with f ∈ H−1(Ω) and ε→ 0+. Then
uaε ⇀ ua in H1

0 (Ω) and aε(x,∇uaε) ⇀ ba(∇ua) in L2(Ω;Rd), where ua is the unique solution of
the so-called homogenized problem

∫
Ω

(ba(∇ua),∇v) dx = 〈f, v〉H−1(Ω),H10 (Ω) , ∀v ∈ H1
0 (Ω) ,

ua ∈ H1
0 (Ω) .

(4.7)

The coefficient ba : Rd → Rd is defined as

ba(ξ) = MY a(y, ξ +∇waξ (y)) , (4.8)

where waξ is the unique solution of the so-called local problem
∫
Y

(a(y, ξ +∇waξ ),∇φ) dx = 0 , ∀φ ∈ H1
#(Y ) ,

waξ ∈ H1
#(Y ) .

(4.9)
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Moreover, ba : Rd → Rd satisfies the following estimates

|ba(ξ)− ba(η)| ≤ β̃|ξ − η| , ∀ξ, η ∈ Rd , (4.10)

(ba(ξ)− ba(η), ξ − η) ≥ αad|ξ − η|2 , ∀ξ, η ∈ Rd , (4.11)

where the constant β̃ depends on αad, βad and the bound of the coefficient a(y, ξ) at the point
ξ = 0.

A detailed proof of the theorem can be found in [25, Thm. 5.3] – the procedure is sketched
in the full version of this thesis.

The same homogenization result for the case of Sobolev space H1,p
0 (Ω), p 6= 2, under

analogous hypothesis on a(y, ξ), was first presented in [33]. Let us note that some other variants
of monotonicity and continuity assumptions also have been studied. The most general result
on homogenization of monotone operators was formulated in [14] covering also the case of
multivalued mappings.

4.2 Worst scenario
In this subsection we introduce the criterion functional over the set Uad, formulate the corre-
sponding worst scenario problem and prove its solvability. Although we have fairly enough
freedom with the choice of this functional based on the aim of interest and expert decisions,
in view of Subsection 2.2 certain continuity assumptions must be satisfied. For our purposes
the following definition is satisfactory.

Definition 4.4. The criterion functional is a functional Φ : Uad × H1
0 (Ω) → R satisfying: if

an, a ∈ Uad, an ⇒ a on Y × Rd and vn → v in H1
0 (Ω) as n→∞, then Φ(an, vn)→ Φ(a, v).

In our problem, Φ can be given, e.g. by Φ(a, v) = (meas d Ω̃)−1
∫

Ω̃ v dx, where Ω̃ is a subset
of Ω of a positive measure. This choice is motivated by having interest in finding some critical
values of the homogenized solution (representing, e.g. temperature) in some crucial places of
the material (e.g. where measurements take place). Since the solution need not be continuous
and thus the maximum need not exist, the integral mean value is used. Similarly, the solution
ua in Φ can be replaced, e.g. by its gradient or the generalized gradient.

Once the set of admissible data and the criterion functional are given, we can formulate
the worst scenario problem: {

Find aN ∈ Uad such that

J(a) ≤ J(aN) , ∀a ∈ Uad ,
(4.12)

where J(a) := Φ(a, ua), ua is the solution of the homogenized problem (4.7) and Φ is a criterion
functional.

Solvability of (4.12) is ensured by the following assertion.

Theorem 4.5. There exists at least one solution of (4.12).

The proof of this theorem relies on the following auxiliary results (proofs can be found in
the full version of the thesis).

Lemma 4.6. The set Uad is compact in the following sense: each sequence of functions {an} ⊂
Uad contains a uniformly convergent subsequence {an′} of {an}, i.e. there exists an element
a ∈ Uad such that an′ ⇒ a on Y × Rd.

Lemma 4.7. Let an, a ∈ Uad be such that an ⇒ a on Y × Rd as n → ∞. Then ban ⇒ ba on
Rd, where ban and ba are defined by (4.8) with the integrand an and a, respectively.

Lemma 4.8. Let an, a ∈ Uad be such that an ⇒ a on Y × Rd as n → ∞. Then uan → ua in
H1

0 (Ω), where uan and ua are the solutions of (4.7) with the coefficient ban and ba, respectively.
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4.3 Shape uncertainties
A slightly different problem was considered in [59]. We assume that the domain Ω is occupied
by a two-phase composite (composed of an inclusion and a matrix) with a periodic structure
such that the periodicity cell contains one fibre of the inclusion only. The geometry (shape) of
the fibre is assumed to be uncertain in the sense that it can vary with a vector of parameters
p, where some bounds on p are given (e.g. the cylinder can vary with p = (p1, p2), where p1

denotes the radius of the base and p2 denotes the height).
More precisely, let m ≥ 1 be an integer. Then we define Uad = [p`1, p

u
1 ] × [p`2, p

u
2 ] × · · · ×

[p`m, p
u
m], where 0 < p`i < pui , i = 1, . . . ,m are suitable real constants (constraints). Let p ∈ Uad

represent the geometrical parameters of a fibre and let Yp denote the occupied set. Moreover,
we assume that Yp is a domain in Rd (i.e. an open and simply connected set) satisfying
Y p ⊂ Y ,∀p ∈ Uad.

Further, we introduce a function ap(y, ξ) : Rd × Rd → Rd with the following properties:

ap(y, ξ) = a1(ξ) on Yp , ap(y, ξ) = a2(ξ) on Y \ Yp , a1(ξ) 6= a2(ξ) ,

ap(y + k, ξ) = ap(y, ξ) , ∀y ∈ Y, ∀k ∈ Zd, ∀ξ ∈ Rd ,

|ai(ξ)− ai(η)| ≤ βi|ξ − η| , ∀ξ, η ∈ Rd, i = 1, 2 ,

(ai(ξ)− ai(η), ξ − η) ≥ αi|ξ − η|2 , ∀ξ, η ∈ Rd, i = 1, 2 ,

where αi < βi are positive constants. Hence, the function ap is constant in the first variable y
on both Yp and Y \Yp, it is Y -periodic in y and satisfies the strong monotonicity and Lipschitz
continuity conditions in the second variable ξ, i.e. we have

|ap(y, ξ)− ap(y, η)| ≤ β|ξ − η| , ∀y ∈ Y, ∀ξ, η ∈ Rd ,

(ap(y, ξ)− ap(y, η), ξ − η) ≥ α|ξ − η|2 , ∀y ∈ Y, ∀ξ, η ∈ Rd ,

where α = mini αi and β = maxi βi.
For any p ∈ Uad and ε→ 0+ let us consider the following sequence of problems:{

Find upε ∈ H1
0 (Ω) such that∫

Ω(ap(x/ε,∇upε),∇v) dx = 〈f, v〉H−1(Ω),H10 (Ω) , ∀v ∈ H1
0 (Ω) .

(4.13)

Solvability of (4.13) is again based on Theorem 4.1. More precisely, we have

Theorem 4.9. Let p ∈ Uad. Then there exists a unique solution upε of (4.13) for every f ∈
H−1(Ω) and every ε > 0 fixed.

The homogenized problem to (4.13) reads:{
Find up ∈ H1

0 (Ω) such that∫
Ω(bp(∇up),∇v) dx = 〈f, v〉H−1(Ω),H10 (Ω) , ∀v ∈ H1

0 (Ω) ,
(4.14)

where the coefficient bp : Rd → Rd is given by bp(ξ) = MY ap(y, ξ +∇wpξ(y)) and the function
wpξ is the solution of the local problem{

Find wpξ ∈ H1
#(Y ) such that∫

Y
(ap(y, ξ +∇wpξ(y)),∇φ) dy = 0 , ∀φ ∈ H1

#(Y ) .

In accordance with Definition 4.4, a functional Φ : Uad ×H1
0 (Ω)→ R is called criterion if

the following convergence holds: taking arbitrary sequences {pn} ⊂ Uad, {vn} ⊂ H1
0 (Ω) such

that pn → p in Rm (the limit p is in Uad since Uad is a compact set in Rm) and vn → v in
H1

0 (Ω) as n → ∞, we have Φ(pn, vn) → Φ(p, v). Having the set of admissible data and the
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criterion functional, the worst scenario problem reads:{
Find pN ∈ Uad such that

J(p) ≤ J(pN) , ∀p ∈ Uad ,
(4.15)

where J(p) = Φ(p, up) and up is the solution of (4.14).
The arguments related to solvability of (4.15) are very similar to those provided in Sub-

section 4.2, hence, we can state:

Theorem 4.10. There exists at least one solution of (4.15).

5 Alternative approaches to the two-scale convergence
The results of this section are based on the author’s works [55], [56]. It surveys the two-scale
convergence concept and discusses some alternative approaches to it.

The two-scale convergence is a special type of the weak convergence. It was developed for
the homogenization theory in order to simplify proofs. It overcomes difficulties resulting from
properties of weakly converging sequences of periodic functions. In such sequences the weak
limit does not keep the “information on oscillations” of the original functions. In some cases,
the two-scale limit is able to conserve this information and thus, it makes limit procedures
possible. It stands between the usual strong and weak convergences. The concept was first
introduced by Nguetseng [61] and later developed by Allaire in [4] in early 90’s (see also
the survey papers [16] and [46]). In the definition of two-scale convergence, the special so-
called admissible test function is used. The widest set of these functions is not clear and thus
it motivates alternative approaches. One of them is based on a two-scale transform which
changes a sequence of one variable functions into a sequence of two-variable functions. This
transform was first used by the authors in the homogenization of some problems set in porous
media (see [6]) and it is a suitable tool for an alternative definition of the two-scale convergence,
see also [13] and[15]. Another definition is based on the so-called inverse two-scale transform
which defines a sequence of one-variable functions from the test function ψ(x, y).

If not specified, the use of Lp spaces is restricted to 1 < p <∞ in this section. The proofs
or comments to this subsection statements can be found in the full version of the thesis.

5.1 Definitions
Let us begin with the classical definition by Nguetseng and Allaire (which was introduced for
the case of L2):

Definition 5.1. We say that a sequence {uε(x)} ⊂ Lp(Ω) two-scale converges to a limit
u0(x, y) ∈ Lp(Ω× Y ) iff

lim
ε→0+

∫
Ω
uε(x)ψ

(
x,
x

ε

)
dx =

∫
Ω

∫
Y

u0(x, y)ψ(x, y) dxdy (5.1)

holds for each ψ(x, y) ∈ Lp′(Ω;C#(Y )). If, in addition, limε→0+ ‖uε(x)− u0(x, x/ε)‖Lp(Ω) = 0,
we say that {uε} two-scale converges strongly to u0.

Remark 5.2. The strong two-scale convergence is also called the corrector type result in the
vocabulary of homogenization. Assumptions making two-scale convergence strong are discus-
sed in Subsection 5.2. Although {uε} is a sequence of d-variable functions x1, . . . , xd, the limit
is a function of 2d variables x1, . . . , xd, y1, . . . , yd. It enables us to describe the oscillatory be-
haviour of uε better. Usually it is not emphasised, but the definition is connected with a fixed
sequence of periods εn, i.e. for an extracted subsequence {uε′} the same extracted subsequence
ε′ of periods must be considered also in the test function, see examples in Subsection 5.4.
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Let us introduce an alternative definition. In [6], the authors dealt with a homogenization
technique which was used for the description of a porous media. It is suitable for an alternative
approach to the two-scale convergence. The idea is based on the so-called two-scale transform
which changes a sequence of functions uε(x) into a sequence of double-variable functions
ûε(x, y). For each ε let us consider the small non-overlapping cubes Ck

ε = εY + εk, k ∈ Zd.
Here, for the sake of simplicity, we restrict ourselves to the domains that can be decomposed
into these cubes, i.e. Ω =

⋃
k C

k

ε . The sequence {ûε(x, y)} is defined by the relation

ûε(x, y) = uε

(
ε
⌊x
ε

⌋
+ εy

)
, x ∈ Ω , y ∈ Y, (5.2)

where bxc is the floor function (the greatest integer less or equal to x). On each cube Ck
ε × Y ,

the function ûε is constant in the variable x, and as a function of y it is the function uε(x) on
Ck
ε transformed onto the unit cube Y . The alternative definition reads:

Definition 5.3. We say that a sequence {uε(x)} ⊂ Lp(Ω) two-scale converges to a limit
u0(x, y) ∈ Lp(Ω× Y ) iff ûε ⇀ u0 in Lp(Ω× Y ). Moreover, if ûε → u0 in Lp(Ω× Y ), we say
that {uε} two-scale converges strongly.

This approach is also called the periodic unfolding method – this term was first used in [15].
The second alternative approach is based on the so-called inverse two-scale transform

which makes a sequence {ψε(x)} from a two-variable function ψ(x, y). The functions ψε are
constructed as follows. Similarly, as in the previous transform, we consider non-overlapping
cubes Ck

ε that cover the domain Ω (here the domain Ω need not be the union of the cubes

Ck
ε , i.e. Ω ⊆

⋃
k C

k

ε). Outside the domain Ω we put ψ(x, y) = 0. Let us average the extented
function ψ(x, y) in the first variable

ψε(x) =
1
εd

∫
Ckε

ψ
(
ξ,
x

ε

)
dξ , x ∈ Ck

ε . (5.3)

Definition 5.4. We say that a sequence {uε(x)} ⊂ Lp(Ω) two-scale converges to a limit
u0(x, y) ∈ Lp(Ω× Y ) iff

lim
ε→0+

∫
Ω
uε(x)ψε(x) dx =

∫
Ω

∫
Y

u0(x, y)ψ(x, y) dxdy (5.4)

holds for each ψ(x, y) ∈ Lp
′
(Ω × Y ). Moreover, if limε→0+ ‖uε(x) − u ε0 (x)‖Lp(Ω) = 0, we say

that {uε} two-scale converges strongly to u0.

Remark 5.5. The two-scale transform used in Definition 5.3 enables to define the two-scale
and strong two-scale convergence more naturally with help of the weak convergence in Lp

spaces. On the other hand, Definition 5.4 is similar to the classical definition by Nguetseng
and Allaire, but it differs from Definition 5.1 by the choice of test function on the left-hand
side of integral identity.

Why do we look for alternative approaches to the original one? In the definition we want
to test the convergence with functions from a space as small as possible, in applications the
largest class is desirable. In Definition 5.1 we can not take the test function ψ(x, y) from the
whole space Lp

′
(Ω × Y ), since it is not defined correctly on the zero-measure set {[x, y] ∈

Ω × Y : y = x/ε} and thus the measurability of the composed function ψ(x, x/ε) is not
guaranteed. Moreover, the test functions must satisfy some convergence which is not always
obvious. On the other hand, the space of test functions can not be too small. The class of
suitable test functions is discussed at the top of the following subsection. Such functions are
called admissible. Further, we will see that the two mentioned alternative definitions avoid the
described problems.
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5.2 Comparison of the definitions
The main goal of this subsection is to prove the equivalence of definitions in the sense that
each of them yields the same two-scale limits.

First, we proceed with the notion of admissible test function mentioned above. Since the
widest set of suitable test functions ψ is not clear (we do not know the minimal conditions
making these functions regular enough), the following characterization is useful.

Definition 5.6. A Y -periodic (in y) test function ψ(x, y) ∈ Lp′(Ω×Y ) is said to be admissible
iff

lim
ε→0+

∥∥∥ψ(x, x
ε

)∥∥∥
Lp′ (Ω)

= ‖ψ(x, y)‖Lp′ (Ω×Y ) (5.5)

and for a separable subspace X ⊆ Lp
′
(Ω× Y )∥∥∥ψ(x, x
ε

)∥∥∥
Lp′ (Ω)

≤ ‖ψ(x, y)‖X . (5.6)

Let us emphasise that there exist Y - periodic functions in y which do not satisfy the
convergence (5.5) even if the measurability of the composed function ψ(x, x/ε) is guaranteed,
see [4]. Allaire showed (for p = 2) that Lp

′
(Ω;C#(Y )) but also, e.g. Lp

′

#(Y ;C(Ω)) are composed
of the admissible functions. All these spaces are separable and their elements are functions
continuous at least in one variable. Such functions are Carathéodory which is a sufficient
condition for measurability of the composed function ψ(x, x/ε) and moreover, they satisfy
(5.5) and (5.6). These two properties are needful in the proof of the compactness property, see
Subsection 5.3. If ψ belongs to these spaces, we also have

lim
ε→0+

∫
Ω
ψ
(
x,
x

ε

)
dx =

∫
Ω

∫
Y

ψ(x, y) dxdy , (5.7)

for details, see [4]. This relation is natural: taking the stationary sequence {uε = 1}, (5.1)
and (5.7) yield two-scale limit u0(x, y) = 1. As mentioned above, the space of admissible
functions can not be too small. Taking, e.g. C∞0 (Ω;C∞# (Y )), Definition 5.1 admits even two-
scale converging sequences that are unbounded in Lp(Ω).

In Definition 5.3, the situation is simplified, since the two-scale convergence follows from
the Lp-theory – the weak convergence can be tested also by smooth functions from C∞0 (Ω×Y )
due to the density property.

The special choice of test function in Definition 5.4 is also motivated by the effort to enlarge
the class of test functions compared to Definition 5.1. The following lemma justifies the use
of the whole Lp

′
(Ω× Y ) for testing the convergence (5.4).

Lemma 5.7. Let ψ ∈ Lp′(Ω× Y ) be a Y - periodic function and ψε be defined by (5.3). Then
we have

‖ψε(x)‖Lp′ (Ω) ≤ ‖ψ(x, y)‖Lp′ (Ω×Y ) , (5.8)

lim
ε→0+

‖ψε(x)‖Lp′ (Ω) = ‖ψ(x, y)‖Lp′ (Ω×Y ) . (5.9)

Remark 5.8. If the union of the cubes gives the entire domain Ω, i.e. Ω =
⋃
k C

k

ε , then we have
‖ψε(x)‖Lp′ (Ω) = ‖ψ(x, y)‖Lp′ (Ω×Y ). Lemma 5.7 says that every test function ψ ∈ Lp′(Ω × Y )
can be called admissible (compare with the properties in Definition 5.6).

The following lemma specifies properties of the functions ûε used in the two-scale transform
approach (we remind that Ω is considered to be a union of the cubes Ck

ε ).

Lemma 5.9. Let uε ∈ Lp(Ω) and ûε be defined by (5.2). Then ûε ∈ Lp(Ω×Y ) and ‖uε‖Lp(Ω) =
‖ûε(x, y)‖Lp(Ω×Y ).
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Remark 5.10. The situation is more complicated in the case of cubes exceeding the domain
Ω. The two-scale transform defined by (5.2) works well on the cubes Ck

ε , i.e. a function uε
defined on Ck

ε is transformed into a function ûε defined on Ck
ε × Y . Near the boundary, where

Ck
ε ∩Ω 6= Ck

ε , it can cause difficulties. Analogously to the proof of Lemma 5.7, let us consider

the minimal number of the cubes Ck
ε covering Ω. The union Sε = (

⋃
k C

k

ε)\Ω is of a positive
measure. In the case of a “good” boundary, measdSε → 0 (as ε → 0+), but ‖ûε‖ can not be
estimated by ‖uε‖ as the following example shows:

Let us take Ω = (0, a), a ∈ R, and the sequence of periods ε, such that the interval (0, a)
can not be expressed as the union of the small intervals Ikε = (εk, ε(k + 1)), k ∈ Z. We define
the sequence {uε} ⊂ L1(Ω) by

uε(x) =

{
0 , x ∈ (0, a− ε2)

ε−2 , x ∈ (a− ε2, a)
.

Thus, the intervals Ikε exceed the interval (0, a) by ε− ε2 (on this small part we put uε = 0).
Obviously, ‖uε‖L1(Ω) = 1 while ‖ûε‖L1(Ω×Y ) = ε2, i.e. ‖uε‖ 6≈ ‖ûε‖ (we have ‖uε‖ ≥ ‖ûε‖ only).

By the transform we want to preserve the norms of uε and ûε even if the cubes exceed Ω.
It is not difficult in 1D, since it is sufficient to re-scale with the actual length of the boundary
segment Ck

ε ∩ Ω. In a higher dimension it is more difficult.
In [16], the authors made an attempt to solve the mentioned problem with boundary cells

by splitting the domain Ω into Ωε containing the “complete” cubes Ck
ε and the remainder

part Λε containing “uncomplete” cubes and putting ũε = 0 on Λε. The two-scale transform
(unfolding) is then well defined on Ω, however, it does not satisfy the equality of integrals∫

Ω
uε(x) dx =

∫
Ω

∫
Y

ûε(x, y) dxdy . (5.10)

Therefore, the additional condition was introduced: a sequence of functions fε(x) is said to
satisfy the unfolding criterion if limε→0+

∫
Λε
fε(x)dx = 0. This property guarantees that (5.10)

holds in the limit.
A further improvement was done recently in [32], where the authors introduced a modified

two-scale transform extended by identity on Λε, i.e.

ûε(x, y) =

{
uε

(
ε
⌊x
ε

⌋
+ εy

)
for x ∈ Ωε ,

uε(x) for x ∈ Λε .

This modification satisfies (5.10) which implies the isometry ‖uε‖Lp(Ω) = ‖ûε‖Lp(Ω×Y ). We
also note that a slightly different notation for the two-scale transform is used in [32] (more
convenient for possible extensions to non-periodic cases).

Theorem 5.11. Let us assume Ω =
⋃
k C

k

ε and let {uε} ⊂ Lp(Ω) two-scale converge (in the
Nguetseng-Allaire sense) to u0 ∈ Lp(Ω× Y ). Then {uε} two-scale converges to u0 also in the
sense of Definition 5.3 and Definition 5.4.

Remark 5.12. It holds even a stronger property. Under the assumption of Theorem 5.11 we
have

∫
Ω uε(x)ψ

(
x, x

ε

)
dx =

∫
Ω

∫
Y
ûε(x, y)ψ(x, y) dxdy.

Let us continue with the strong two-scale convergence. The usual weak convergence uε ⇀ u
equipped with the additional condition ‖uε‖ → ‖u‖ is also strong, i.e. it holds ‖uε − u‖ → 0.
The following theorem introduces the similar additional assumptions that strengthen the two-
scale convergence into the strong one (in the case of Nguetseng-Allaire definition).

Theorem 5.13. A sequence {uε} ⊂ Lp(Ω) two-scale converges strongly to a limit u0 if {uε}
two-scale converges to u0 and the relations ‖uε‖Lp(Ω) → ‖u0‖Lp(Ω×Y ), ‖u0(x, x/ε)‖Lp(Ω) →
‖u0‖Lp(Ω×Y ) hold.
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More details and the proof can be found in [4] and [39].

Remark 5.14. In the two-scale transform approach, the weak convergence of a sequence {ûε}
plays the role of the two-scale convergence. Hence, {uε} two-scale converges strongly if {ûε}
converges weakly to u0 and ‖ûε‖Lp(Ω×Y ) → ‖u0‖Lp(Ω×Y ).

The similar result holds for the inverse two-scale transform approach. As in Theorem 5.13,
the additional assumptions ‖uε‖Lp(Ω) → ‖u0‖Lp(Ω×Y ), ‖uε0‖Lp(Ω) → ‖u0‖Lp(Ω×Y ) strengthen
two-scale convergence into strong one. On the other hand, due to Lemma 5.7, each function
u0 ∈ Lp(Ω× Y ) satisfies the convergence ‖uε0‖Lp(Ω) → ‖u0‖Lp(Ω×Y ). Thus, we have

Lemma 5.15. A sequence {uε} two-scale converges strongly (in the sense of Definition 5.4)
if it two-scale converges to u0 and ‖uε‖Lp(Ω) → ‖u0‖Lp(Ω×Y ).

Theorem 5.16. Let Ω =
⋃
k C

k

ε and let a sequence {uε} ⊂ Lp(Ω) two-scale converge strongly
to a limit u0 according to Nguetseng-Allaire’s definition. Then {uε} also two-scale converges
strongly to u0 in the sense of Definition 5.1 and Definition 5.3.

Remark 5.17. Theorems 5.11, 5.16 together show the equivalence of the used definitions, it
means that all of them yield the same limits.

5.3 Compactness
The two-scale convergence can be used in applications due to the following compactness pro-
perty.

Theorem 5.18. A bounded sequence {uε} ⊂ Lp(Ω) is compact with respect to the two-scale
convergence, i.e. there exists an extracted subsequence two-scale converging to a function u0 ∈
Lp(Ω× Y ).

Allaire’s proof in [4] is carried out for the admissible test functions from L2(Ω;C#(Y )). It is
based on properties of the dual space to L2(Ω;C#(Y )). This space is not so transparent, since
it is represented by L2(Ω;M#(Y )), where M#(Y ) is the space of Y -periodic Radon measures.

In the alternative approach based on the two-scale transform, the situation is more straight-
forward, since the two-scale compactness follows directly by bounded sequences in Lp(Ω× Y )
(a closed ball is compact with respect to the weak convergence).

A modification of the theorem for the case of two-scale convergence based on the inverse
two-scale transform is proved in the full version of the thesis.

5.4 Examples and properties
Let us discuss a few typical examples of two-scale convergent sequences.

Example 5.19. (i) Let a(y) be a Y - periodic bounded function such that MY a = 0 and
b1(x), b2(x) be arbitrary functions from Lp(Ω). Then the sequence {uε} defined as uε(x) =
b1(x)a(x/ε) + b2(x) converges weakly to b2(x) in Lp(Ω) and it two-scale converges (strongly)
to b1(x)a(y) + b2(x). We can see that the weak limit is the function b2 only. It says nothing
on the periodic behaviour of uε. On the other hand, in the two scale limit the information
on “oscillations” is kept. This loss of information in the weak limit causes some “unpleasant”
properties mentioned in Subsection 2.1, e.g. taking two weakly converging sequences uε ⇀ u,
vε ⇀ v does not imply uεvε ⇀ uv, etc. The example shows that the weak limit is the average
of two-scale limit with respect to y. This is a direct consequence of the definition if we take
test function ψ depending on the variable x only.

(ii) Let us consider the same functions a(y), b1(x), b2(x), but the other sequence {vε}
defined by vε(x) = b1(x)a(x/ε2) + b2(x). Then the two-scale and weak limit coincide, it means
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that the two-scale limit is constant in the variable y. In this case, the information on oscillations
is not kept. Similarly, taking a sequence wn(x) = b1(x)a(cxε) + b2(x) with c irrational, the
two-scale limit equals to b2 only. It is a consequence of the fact that diminishing of the periods
is not in a resonance with the periods in the test function.

The sequences from Example 5.19 point out an interesting fact. An extracted subsequence
of a weakly converging sequence converges to the same limit as the entire sequence. In the case
of two-scale convergence we must consider the convergence also with respect to the subsequence
of periods. Otherwise the limits may differ (e.g. the sequence {vε} from Example 5.19 can be
considered as an extracted subsequence from {uε}).

Example 5.20. Let {uε} ⊂ Lp(Ω) be a sequence satisfying ‖uε‖Lp(Ω) → ‖u0‖Lp(Ω×Y ). Then
{uε} need not two-scale converge to u0. Let u(y) be a Y - periodic function and let us con-
sider functions u0(x, y) = u(y), ũ0(x, y) = u(y − 1/2). Since u(y) is periodic, we have
‖u0‖Lp(Ω×Y ) = ‖ũ0‖Lp(Ω×Y ). Taking uε(x) = ũ0(x/ε), then ‖uε‖Lp(Ω) → ‖u0‖Lp(Ω×Y ), but {uε}
two-scale converges to ũ0.

Theorem 5.21. Let {uε} ⊂ Lp(Ω) two-scale converge to u0 ∈ Lp(Ω×Y ) and converge weakly
to u in Lp(Ω). Then

lim inf
ε→0+

‖uε‖Lp(Ω) ≥ ‖u0‖Lp(Ω×Y ) ≥ ‖u‖Lp(Ω) . (5.11)

The first inequality (5.11) can be proved with help of the Young inequality and the de-
finition of two-scale convergence. The second inequality follows the Hölder inequality and it
can be interpreted: two-scale limit conserves more information on a periodic behaviour of {uε}
than the usual weak limit.

Example 5.22. Let us consider the sequences {uε} and {vε} from Example 5.19. Denoting the
two-scale limit by u0 and the weak limit by u, we have lim ‖uε‖Lp(Ω) = ‖u0‖Lp(Ω×Y ) > ‖u‖Lp(Ω),
lim ‖vε‖Lp(Ω) > ‖u0‖Lp(Ω×Y ) = ‖u‖Lp(Ω) and finally, the sum uε+vε yields the sharp inequalities.

Theorem 5.21 further implies: every sequence {uε} strongly convergent to a function u
in Lp(Ω) also two-scale converges to u0(x, y) = u(x). The following convergence theorem is
meaningful in applications.

Theorem 5.23. Let {u1
ε} ⊂ Lp1(Ω), . . . , {umε } ⊂ Lpm(Ω), 1 ≤ pi < ∞, i = 1, . . . ,m,

be two-scale converging strongly to u1
0(x, y), . . . , um0 (x, y) and let f(x, ξ1, . . . , ξm) be a Ca-

rathéodory function satisfying the growth condition |f(x, ξ1, . . . , ξm)| ≤ g(x) + c
∑m

i=1 |ξi|pi/r,
where c is a positive constant and g ∈ Lr(Ω), 1 ≤ r < ∞. Then f(x, u1

ε(x), . . . , umε (x)) →∫
Y
f(x, u1

0(x, y), . . . , um0 (x, y)) dy in Lr(Ω).

Remark 5.24. A special case of this theorem is the convergence u1
ε . . . u

m
ε → MY (u1

0 . . . u
m
0 )

in Lr(Ω) which often occurs in proofs. This convergence changes into the weak one as one of
{uiε} two-scale converges (not strongly) only.

6 Additional comments and further perspectives
We have surveyed some phenomena appearing when problems set in a highly heterogeneous
medium are studied. Contrary to the traditional approach, some uncertainties in the inputs
(coefficients in the equation) of the model problem were taken into account. Occurrence of
uncertain inputs is natural, besides the mentioned experimental detection of the tabular va-
lues, the data can vary with time, there can be a difference between the laboratory and the
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manufactured material properties, etc. Hence, a certain amount of errors should be expected.
We have been motivated by the effort to obtain reliable solutions with respect to the uncertain
set of inputs. For this kind of problems, the worst scenario method is very convenient. The
principle of the method can be paraphrased as “what is the worst that can happen on the
given set of input data”. Knowledge of the worst states (and of the data under which these
states arise) can serve as a feedback to make some adjustments in the model/technological
process. Of course, different configurations can be expected depending on the choice of the
criterion functional.

We have focused on several linear as well as nonlinear problems of the monotone type
with uncertainties in the coefficients of the equation. In the linear problems, the numerical
experiments suggest the behaviour in the sense “higher values of particular components imply
higher values of effective (homogenized) parameters and vice versa”, however we should be
careful in the case of strongly anisotropic media. Moreover, the experiments were performed
for two-phased composites only.

One of the keystones of the worst scenario method is the compactness of the set of admissi-
ble functions Uad in a suitable topology. In the case of nonlinear monotone problem discussed
in Section 4, we have been successful due to the two restrictions. First, the ith component of
the coefficient a(y, ξ) is considered to be constant in the variable ξ except the ith component
ξi, i.e. the problem is not treated in its full generality. Second, the uncertain coefficients were
restricted to intervals of finite lengths so that the Arzelà-Ascoli theorem could be applied (it is
not a significant limitation in practical problems, since these intervals can be arbitrarily large).
A possible generalization and relaxation of the introduced properties is a subject for further
research. In this context, we refer also to [35] and [36], where the worst scenario problem for
a 1D and 2D monotone type state problem (with a coefficient in the form a(x, ξ) = Ã(|ξ|2)ξ
and the matrix Ã being uncertain) is analysed.

Further note that the second key step in the proofs of solvability of the worst scenario
problems was the continuity of the solutions of the state problem on the input data (coefficients
of equation).

Although several homogenization concepts considering also a non-periodic structure were
developed, its practical use still remains restricted to the case of periodic structure, since we
have not an easy analogy of the local (cell) problem as in the case of periodic structure. The
question, whether the worst scenario method could be applied in some sense also to non-
periodic heterogenous structures, remains an open problem and is a subject matter of further
research.

Possible directions of further research include also a sensitivity analysis with respect to
input data. It is based on investigating the stationary points of the criterion functional gra-
dient, hence the critical data can be located better. Some other types of non-linear problems
are also planned to be analysed.

A progress in development of mathematical models and methods of their solving invol-
ves also modelling by the so-called fractional differential equations, i.e. differential equations
containing derivatives of a non-integer order. The study of such equations is also our aim of
interest. The first results in this area have been already obtained and are surveyed in the
following section.

7 Fractional differential and difference equations
The fractional calculus is a branch of mathematics extending the classical calculus to non-
integer orders. Its origins fall to the end of 17th century, when l’Hospital and Leibniz in their
correspondence opened the question of meaning of half order derivatives. Since then many
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famous names contributed to the theory, however, first applications appeared just before a few
decades. At present, the fractional calculus is a well accepted theory and is a subject matter of
huge interest of mathematicians as well as engineers, finding its applications in many areas such
as viscoelasticity, fluid mechanics, control theory and others. The fundamentals of fractional
calculus and a guide to applications can be found, e.g. in the monographs [65], [50], [63], [42].

A typical example serving as a motivation for the study of fractional differential equations
is the well-known problem of diffusion. Roughly speaking, diffusion is a process of spreading
particles through random motion from regions of higher concentration to regions of lower
concentration. In a typical diffusion process, the mean squared displacement of a particle is
proportional to time, i.e. 〈x2(t)〉 ∼ t. It leads to the (parabolic) linear partial differential
equation

∂u

∂t
(x, t) =

∂2u

∂x2
(x, t) + f(x, t) x ∈ I ⊂ R , t > 0 (7.1)

equipped with suitable initial and boundary conditions. However, in the case of anomalous
diffusion, where the mean squared displacement is described by a power law 〈x2(t)〉 ∼ tα,
the modelling by (7.1) does not correspond to reality well. If α > 1, the process is called
super (or fast) diffusion and if α < 1, we talk about sub (or slow) diffusion. These types
of diffusion appear, e.g. in plasma physics, porous media or cellular processes. Traditionally,
when the anomalous diffusion is considered, a nonlinearity appears in (7.1). Nevertheless, this
phenomenon can be modelled with help of the fractional calculus too. Several models have
been proposed so far including the replacement of both the time derivative as well as the
spatial derivative in (7.1) by operators of a fractional order, see [63], [2], [26], [43] and the
references therein.

Let us start with an introduction of (ordinary) fractional derivatives. Although many
different definitions appeared in the past (see, e.g. [63]), the modern theory is usually based
on the Riemann-Liouville and Caputo differential operators. In both cases, the Cauchy formula
for repeated integration is a keystone in these introductions.

Theorem 7.1. (Cauchy formula) Let f(t) be integrable on an interval (a, b). Then, for any
n ∈ Z+, we have∫ t

a

(∫ τn

a

. . .
(∫ t2

a

f(τ1) dτ1

)
dτ2) . . .

)
dτn =

1
(n− 1)!

∫ t

a

(t− τ)n−1f(τ) dτ , t ∈ (a, b) .

The assertion can be quite easily proved by the induction principle. Using (n− 1)! = Γ(n), we
can see that the right-hand side makes sense also for non-integer values of n, hence, the αth
integral is defined as

Iαa f(t) :=
1

Γ(α)

∫ t

a

(t− τ)α−1f(τ) dτ , α ∈ R+ .

Then the Riemann-Liouville and Caputo derivatives of order α ∈ R+ are introduced as

RLD
α
a f(t) :=

ddαe

dtdαe
Idαe−αa f(t) and CD

α
a f(t) := Idαe−αa

ddαef
dtdαe

(t) ,

respectively, where dxe is the ceiling function (the smallest integer greater or equal to x). Note
that the fractional derivatives depend on the lower terminal a as the integral does. In other
words, its value at t depends on the history – it is not a local operator.

Remark 7.2. Fractional partial derivatives are approached analogously to the classical case
of integer order partial derivatives. Considering a two-variable function f(t1, t2) and denoting
by Iαiai f(t1, t2) the fractional integral of order αi with respect to the variable ti, i = 1, 2, the
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Riemann-Liouville fractional partial derivative with respect to ti is introduced as

RL∂
αi
ai
f(t1, t2) :=

∂dαie

∂t
dαie
i

Idαie−αiai
f(t1, t2) , i = 1, 2

and the mixed Riemann-Liouville fractional partial derivative is introduced as

RL∂
α1+α2
a1,a2

f(t1, t2) := RL∂
α2
a2

(
RL∂

α1
a1
f(t1, t2)

)
=
∂α1+α2

∂tα11 ∂t
α2
2

∫ t1

a1

∫ t2

a2

(t1 − τ1)dα1e−α1−1(t2 − τ2)dα2e−α2−1

Γ(dα1e − α1)Γ(dα2e − α2)
f(τ1, τ2) dτ1dτ2 .

Similarly, we can proceed with the Caputo partial derivatives.

One of the classical methods of (numerical) solving of (7.1) is based on a discretization in
one variable which results into a system of ordinary equations in the second variable. If we
replace, e.g. the time derivative by a fractional derivative and discretize the equation in the
spatial variable, this system becomes a fractional order differential system (in time) that can
be (as in the classical case) further discretized. It motivates the study of ordinary fractional
difference equations and their systems which is our main subject of interest. Surprisingly,
a discrete counterpart of the fractional calculus is much less developed. The pioneering works
in this field are contained in the papers [1], [3], [27], [34] and [49]. Building the theory on
discrete sets actually requires the same key tools as in the continuous case. In particular, we
can succeed if a discrete analogy of the Cauchy formula will be available and if its right-hand
side allows an extension to non-integer orders.

Subsection 7.1 follows this approach and introduces discrete fractional sums and differences
on a special two-parametric discrete set. Also an explanation of preference of the backward
schemes to forward ones is contained here. In Subsection 7.2 we consider a certain linear initial
value problem of fractional order and discuss its solvability as well as the structure of solution.
Restricting to a special (two-term) equation we are able to find a closed form of the solution
with help of a discrete Mittag-Leffler function. Possible directions of further research in the
filed of fractional difference equations are outlined in Subsection 7.3.

7.1 On (q, h)-analogue of fractional calculus
In this subsection we summarise and comment the results of [23]. Our considerations are
embedded in the so-called (q, h)-calculus framework. For certain reasons explained later, we
prefer discretizations based on backward differences. We shall take advantage of the time scales
theory and its notation.

By a time scale T we understand any non-empty and closed subset of reals. For any t ∈ T
the backward jump operator is introduced as ρ(t) := sup{s ∈ T, s < t} and the backward
graininess function ν(t) := t−ρ(t). For a function f : T→ R we can define the so-called nabla
derivative f∇(t), see [10] and [11]. This definition coincides with the classical derivative in the
case of T = R. If T is a discrete time scale, i.e. such that ν(t) 6= 0 for t ∈ T, then f∇(t) exists
for all t ∈ T (except the leftmost point of T) and it is given by

f∇(t) =
f(t)− f(ρ(t))

ν(t)
. (7.2)

The nabla integral of f over the time scale interval [a, b] := {t ∈ T, a ≤ t ≤ b}, a, b ∈ T
is defined by

∫ b
a
f(t)∇t := F (b) − F (a), where F is an antiderivative of f , i.e. the function

satisfying F∇ = f on T. If a, b ∈ T and a > b, then
∫ b
a
f(t)∇t := −

∫ a
b
f(t)∇t and we put∫ a

a
f(t)∇t := 0. It is known that considering discrete time scales, this nabla integral exists and

can be calculated (provided a < b) via the formula
∫ b
a
f(t)∇t =

∑
t∈T∩(a,b] f(t)ν(t).

The most important discrete time scales are those originating from the arithmetic and
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geometric sequence of real numbers, namely Tt0h := {t0 + hk, k ∈ Z}, h > 0 and Tt0q :=
{t0qk, k ∈ Z} ∪ {0}, q > 1, respectively, where t0 ∈ R. These sets form the basis for the study
of h-calculus and q-calculus. Note that the standard definitions of nabla h-derivative (backward
h-difference) and nabla q-derivative of f coincide with the general formula (7.2) via the choice
ρ(t) = t − h and ρ(t) = q−1t (provided t0 > 0). Both these time scales are characterized by
linearity of the backward jump operator, hence, the natural unification and extension of these
discrete settings is enabled by the time scale with the backward jump operator ρ(t) = q−1(t−h).
Denoting [x]q := qx−1

q−1 , q > 0, we can observe that ρk(t) = q−k(t− [k]qh) = q−kt+[−k]qh, k ∈
Z+, where the symbol ρk means the kth iterate of ρ. If we admit also non-positive integers in
the previous formula, then ρ0(t) = t, σ(t) := ρ−1(t) = t+ h is the forward jump operator and
σk(t) := ρ−k(t) is its kth iterate. Then, for a given t0 ∈ R+, we define

Tt0(q,h) := {t0q−k + [−k]qh, k ∈ Z} ∪
{ h

1− q
}
, q ≥ 1 , h ≥ 0 , q + h > 1 . (7.3)

Obviously, Tt01,h = Tt0h (in this case we put h/(1− q) := −∞) and Tt0q,0 = Tt0q .
Further we introduce the q-factorial [m]q! := [m]q[m− 1]q . . . [1]q, m ∈ Z+, q > 0, and the

(q, h)-power function (t − s)(m)
(q,h) :=

∏m−1
j=0 (t − ρj(s)), m ∈ Z+

0 , q ≥ 1. An extension of the

nabla integral and derivative on Tt0(q,h) to fractional orders is based on the following analogue
of Cauchy formula:

Theorem 7.3. (Nabla (q, h)-Cauchy formula) Let n ∈ Z+, f : Tt0(q,h) → R and a, t ∈
Tt0(q,h). Then

a∇−n(q,h)f(t) :=
∫ t

a

(
∫ τn

a

. . . (
∫ τ2

a

f(τ1)∇τ1) . . .∇τn−1)∇τn =
1

[n− 1]q−1 !

∫ t

a

(t− ρ(τ))(n−1)
(q,h) f(τ)∇τ .

(7.4)

The assertion can be proved by the induction principle using the property ∇(q,h)

∫ t
a
g(t, s)∇s =∫ t

a
∇(q,h)g(t, s)∇s+ g(ρ(t), t) valid on any time scale T.

Remark 7.4. To clarify the equality (7.4), we present also the form for q = 1 and t0 = h
(expressed by sums), because of the importance of the time scale Thh = hZ in numerical
analysis. Let n ∈ Z+, f : Thh → R and a, t ∈ Thh. Then

hn

t
h∑

τn= a
h

+1

τn
h∑

τn−1= a
h

+1

· · ·

τ2
h∑

τ1= a
h

+1

f(hτ1) = h

t
h∑

τ= a
h

+1

∏n−1
j=1 (t− hτ + hj)

(n− 1)!
f(hτ) .

Remark 7.5. The equality (7.4) can be viewed also as the formula for the nth (q, h)-integral of
the constant function f(t) = 1 on Tt0(q,h). This suggests that the nabla Cauchy formula could
be written on any discrete T if the repeated integration of a constant function is available,
i.e. if we have an explicitly given system of monomials ĥn(t, s) (with ĥ0(t, s) = 1) such that
(ĥn(t, s))∇ = ĥn−1(t, s). However, the calculation of ĥn(t, s) for n > 1 is a difficult task which
seems to be solvable only in some particular cases.

The q-factorial on the right-hand side of (7.4) can be extended to non-integer values by
the q-Gamma function defined

Γq−1(x) =
(q−1, q−1)∞(1− q−1)1−x

(q−x, q−1)∞
, q > 1 , x ∈ R \ {0,−1, . . . } , (7.5)

where (a, q−1)∞ :=
∏∞

j=0(1− aq−j).
Remark 7.6. The q-gamma function is usually introduced for 0 < q < 1 (it can be introduced
also for q > 1, however, the resulting definition is not – in terms of properties – fully equivalent
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to the case 0 < q < 1, for details see [48]). Since the definition of Tt0(q,h) assumes q ≥ 1, the
reciprocal value q−1 is used in (7.5). The q-gamma function retains the q-factorial property
Γq−1(x+ 1) = [x]q−1Γq−1(x) and it becomes the standard Euler gamma function if q → 1+.

Similarly, the (q, h)-power function can be extended to non-integer values as

(t− s)α(q,h) :=


[t]α

([s]/[t], q−1)∞
(q−α[s]/[t], q−1)∞

for q > 1 , h ≥ 0 ,

hα
Γ((t− s)/h+ α)

Γ((t− s)/h)
for q = 1 , h > 0 ,

where [t] = t+ hq−1/(1− q−1) and [s] = s+ hq−1/(1− q−1), for details see [23] and [20]. Now
we are in a position, where the nabla (q, h)-fractional integral (backward (q, h)-fractional sum)
can be introduced.

Definition 7.7. Let α ∈ R+, f : Tt0(q,h) → R and let a, t ∈ Tt0(q,h). Then we define the nabla
(q, h)-fractional integral of f at t by

a∇−α(q,h)f(t) :=
1

Γq−1(α)

∫ t

a

(t− ρ(τ))α−1
(q,h)f(τ)∇(τ) . (7.6)

In accordance with the continuous case, the nabla (q, h)-fractional derivative (backward
(q, h)-fractional difference) in the Riemann-Liouville sense is introduced as follows.

Definition 7.8. Let α ∈ R+, f : Tt0(q,h) → R and let a, t ∈ Tt0(q,h). Then we define the nabla
(q, h)-fractional derivative of f at t by

a∇α
(q,h)f(t) := ∇dαe(q,h)a∇

−(dαe−α)
(q,h) f(t) , (7.7)

where ∇m
(q,h) is the mth (q, h)-derivative (given iteratively ∇m

(q,h) := ∇(q,h)∇m−1
(q,h)).

From the practical viewpoint the following form of (7.6) is more convenient:

a∇−α(q,h)f(t) := να(t)
n−1∑
k=0

(−1)k
[
−α
k

]
q−1

q−(k2)−k(1+α)f(ρk(t)) ,

where n ∈ Z+ is given by a = ρn(t) and[
α
β

]
q−1

=
Γq−1(α + 1)

Γq−1(β + 1)Γq−1(α− β + 1)

is the q-binomial coefficient. Similarly, expanding (7.7) yields

a∇α
(q,h)f(t) =


ν−α(t)

n−1∑
k=0

(−1)k
[
α

k

]
q−1

q−(k2)−k(1+α)f(ρk(t)) , α ∈ R+ \ Z+ ,

ν−α(t)
α∑
k=0

(−1)k
[
α

k

]
q−1

q−(k2)−k(1+α)f(ρk(t)) , α ∈ Z+ .

(7.8)

Remark 7.9. Although the delta (forward) (q, h)-fractional counterpart can be built in the
same way as in the nabla case, we have to deal with one inconvenience. The right-hand side
of delta (q, h)-Cauchy formula is in the form∫ ρn−1(t)

a

gn−1(t, τ)∇τ ,

where gn−1 contains again the (q, h)-power function and the q-factorial. It means that, in
addition to the nabla case, we have to extend the term ρn−1(t) in the upper terminal of
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integration to non-integer values. The quantity ρm(t) = q−mt + [−m]qh, m ∈ Z, makes sense
also if we replace the integer m by any real value, this is closely related to the problem
of continuous iterations, for details see [23]. On the other hand, using the operator ρα−1(t),
α ∈ R, in the upper terminal causes the fact that the resulting domain of fractional integration
differs form Tt0(q,h), hence fractional discretizations based on nabla (backward) differences are
preferred.

The paper [23] further discusses basic properties of (q, h)-fractional integrals and derivatives
such as the composition rule. While the composition rule is valid for the (q, h)-fractional
integrals, it is generally not true for the (q, h)-fractional derivatives, see Remark 7.20 below
for a counterexample. It corresponds well to the continuous case.

7.2 Discrete Mittag-Leffler functions in linear fractional difference
equations

In this subsection we survey the results published in [20]. We shall discuss solvability of certain
fractional difference equation on Tt0(q,h). Let a ∈ Tt0(q,h) such that a > h/(1 − q) and let T̃σ

m(a)
(q,h)

denote the restriction of Tt0(q,h) given by T̃σ
m(a)

(q,h) := {t ∈ Tt0(q,h) : t ≥ σm(a),m = 0, 1, . . . } (we
remind that σ(t) = qt+ h is the forward jump operator and σm(t) is its mth iterate). For any
α ∈ R+ let us consider the following initial value problem:

dαe∑
j=1

pdαe−j+1(t) a∇α−j+1
(q,h) y(t) + p0(t) y(t) = 0 , t ∈ T̃σ

dαe+1(a)
(q,h) , (7.9)

a∇α−j
(q,h)y(t)

∣∣
t=σdαe(a)

= yα−j , j = 1, 2, . . . , dαe , (7.10)

where pj(t) are arbitrary (real) functions on T̃σ
dαe+1(a)

(q,h) , j = 1, . . . , dαe − 1, pdαe(t) = 1 on

T̃σ
dαe+1(a)

(q,h) and yα−j, j = 1, . . . , dαe, are arbitrary real scalars.
Considering some regularity condition on coefficients pj(t) we want to show that (7.9),

(7.10) possesses a unique solution. This result as well as the structure of solution are well-
known from literature if α is a positive integer. If α is not an integer, then expanding the
definition of nabla (q, h)-fractional derivative (see (7.7) and (7.8)) we can observe that the

equation (7.9) is of the general form
∑n−1

i=0 ai(t)y(ρi(t)) = 0, t ∈ T̃σ
dαe+1(a)

(q,h) , n being such that
t = σn(a) which is usually called the equation of Volterra type. If such equation has two
different solutions, then their values differ at least at one of the points σ(a), σ2(a), . . . , σdαe(a).

In particular, if a0(t) 6= 0 for all t ∈ T̃σ
dαe+1(a)

(q,h) , then arbitrary values of y(σ(a)), y(σ2(a)),

. . . , y(σdαe(a)) determine uniquely the solution y(t) for all t ∈ T̃σ
dαe+1(a)

(q,h) . The following propo-
sition (for the proof see [20]) expresses that the values yα−1, yα−2, . . . , yα−dαe introduced by
(7.10) keep the same property.

Proposition 7.10. Let y : T̃σ(a)
(q,h) → R be a function. Then (7.10) represents a one-to-one

mapping between (y(σ(a)), y(σ2(a)), . . . , y(σdαe(a))) and (yα−1, yα−2,. . . , yα−dαe).

The solvability of (7.9), (7.10) is based on the notion of ν-regresivity. The general notion of
ν-regressivity (on arbitrary time scale) of a matrix function and a corresponding linear nabla
dynamic system can be found in [11]. Considering a higher order linear difference equation, the
notion of ν-regressivity for such an equation can be introduced by means of its transformation
to the corresponding first order linear dynamic system. We are going to follow this approach
and generalize the ν-regressivity for the linear fractional difference equation (7.9).
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Definition 7.11. Let α ∈ R+. Then the equation (7.9) is called να-regressive provided the
matrix

A(t) =


0 1 0 · · · 0

0 0 1
. . .

...
...

...
. . . . . . 0

0 0 · · · 0 1
− p0(t)
νdαe−α(t)

−p1(t) · · · −pdαe−2(t) −pdαe−1(t)

 (7.11)

satisfies det(I − ν(t)A(t)) 6= 0 for all t ∈ T̃σ
dαe+1(a)

(q,h) .

Remark 7.12. The explicit expression of the να-regressivity property for (7.9) can be read as

1 +
∑dαe−1

j=1 pdαe−j(t)(ν(t))j + p0(t)(ν(t))α 6= 0 for all t ∈ T̃σ
dαe+1(a)

(q,h) . If α is a positive integer,
then both these introductions agree with the definition of ν-regressivity of a higher order linear
difference equation presented in [11].

Theorem 7.13. Let (7.9) be να-regressive. Then the problem (7.9)–(7.10) has a unique solu-
tion defined for all t ∈ T̃σ(a)

(q,h).

The proof is based on the following steps. Proposition 7.10 allows us to determine the values
y(σ(a)), y(σ2(a)), . . . , y(σdαe(a)). The substitution zj(t) = a∇α−dαe+j−1

(q,h) y(t), t ∈ T̃σ
j(a)

(q,h) , j =

1, 2, . . . , dαe transforms (after some rearrangement of the equation z1(t) = a∇α−dαe
(q,h) y(t)) the

problem (7.9), (7.10) into the vector from

∇(q,h)z(t) =A(t)z(t) + b(t) , z(σdαe(a)) = (yα−dαe, . . . , yα−1)T , t ∈ T̃σ
dαe+1(a)

(q,h) ,

where A(t) is given by (7.11). The να-regressivity of the matrix A(t) enables to write

z(t) = (I − ν(t)A(t))−1(z(ρ(t)) + ν(t)b(t)) , t ∈ T̃σ
dαe+1(a)

(q,h) ,

hence, using the value of z(σdαe(a)), we can solve this system by the step method starting
from t = σdαe+1(a).

Similarly to the classical case of differential/difference equation of nth order, a linear
independence of solutions to (7.9) plays an essential role. We start with the following notion.

Definition 7.14. Let γ ∈ R, 0 ≤ γ < 1. For m functions yj : T̃a(q,h) → R, j = 1, 2, . . . ,m, we
define the γ-Wronskian Wγ(y1, . . . , ym)(t) as determinant of the matrix

Vγ(y1, . . . , ym)(t) =


a∇−γ(q,h)y1(t) a∇−γ(q,h)y2(t) · · · a∇−γ(q,h)ym(t)

a∇1−γ
(q,h)y1(t) a∇1−γ

(q,h)y2(t) · · · a∇1−γ
(q,h)ym(t)

...
...

. . .
...

a∇m−1−γ
(q,h) y1(t) a∇m−1−γ

(q,h) y2(t) · · · a∇m−1−γ
(q,h) ym(t)

, t ∈ T̃σ
m(a)

(q,h) .

Note that Wγ(y1, . . . , ym)(t) coincides for γ = 0 with the classical definition of the Wronskian
(see [10]). Moreover, Wγ(y1, . . . , ym)(t) = W0( a∇−γ(q,h)y1, . . . , a∇−γ(q,h)ym)(t).

The structure of solution to (7.9) is described by the following assertion.

Theorem 7.15. Let functions y1(t), . . . , ydαe(t) be solutions of the ν-regressive equation (7.9)
and let Wdαe−α(y1, . . . , ydαe)(σdαe(a)) 6= 0. Then any solution y(t) of (7.9) can be written in

the form y(t) =
∑dαe

k=1 ckyk(t), t ∈ T̃σ(a)
(q,h), where c1, . . . , cdαe are real constants.
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To prove the statement let us take any solution y(t) of (7.9). By Proposition 7.10 there exist
constants yα−1, . . . , yα−dαe such that y(t) is satisfying (7.10). Consider now u(t) =

∑dαe
k=1 ckyk(t),

where the dαe-tuple (c1, . . . , cdαe) is the unique solution of

Wdαe−α(y1, . . . , ydαe)(σ
dαe(a)) ·


c1

c2
...

cdαe

 =


yα−dαe
yα−dαe+1

...
yα−1

 .

The linearity of (7.9) implies that u(t) has to be its solution. Moreover, a∇α−j
(q,h)u(t)

∣∣
t=σdαe(a)

=
yα−j, j = 1, 2, . . . , dαe, hence u(t) is a solution of the initial value problem (7.9), (7.10) and
by Theorem 7.13, it must be y(t) = u(t) and the proof is complete.

Remark 7.16. The dαe-tuple of solutions to (7.9) having a non-zero Wronskian surely exists
– it is sufficient to take, e.g. the starting vectors ei, i = 1, . . . , dαe, in (7.10), where ei is the
unit orthogonal basis vector.

Two-term equation and (q, h)-Mittag-Leffler function
Now, let us turn our attention to eigenfunctions of the fractional operator a∇α

(q,h), α ∈ R+.
In other words, we are going to solve the equation (7.9) in the special form

a∇α
(q,h)y(t) = λy(t) , λ ∈ R , t ∈ T̃σ

dαe+1(a)
(q,h) . (7.12)

We assume that the να-regressivity condition for (7.12) is ensured, i.e. λ(ν(t))α 6= 1. A deve-
lopment of methods of solving fractional difference equations is just at the beginning. Some
techniques how to explicitly solve these equations (at least in particular cases) are shown, e.g.
in [7], [8] and [47], where a discrete analogue of the Laplace transform turns out to be the
most developed method. Here, we present the technique originating from the role played by
the Mittag-Leffler function in the continuous fractional calculus (see, e.g. [65]). In particular,
we introduce the notion of a discrete Mittag-Leffler function in a setting formed by the time
scale T̃a(q,h) and demonstrate its significance with respect to eigenfunctions of the operator

a∇α
(q,h). These our results generalize and extend those derived in [54] and [19].
The Mittag-Leffler function is a generalization of the exponential function and its two-

parameteric form (more convenient in the fractional calculus) can be introduced for T = R by
the series expansion

Eα,β(t) =
∞∑
k=0

tk

Γ(αk + β)
, α, β ∈ R+, t ∈ R . (7.13)

The fractional calculus frequently employs (7.13), because the function

tβ−1Eα,β(λtα) =
∞∑
k=0

λk
tαk+β−1

Γ(αk + β)
(7.14)

(a modified Mittag-Leffler function, see [65]) satisfies, under special choices of β, a continuous
(differential) analogy of (7.12). Some extensions of the definition formula (7.13) and their
utilization in special fractional calculus operators can be found in [40] and [41].

Considering a discrete calculus, the form (7.14) seems to be much more convenient for
discrete extensions than the form (7.13) which requires, among others, the validity of the law
of exponents. The following introduction extends the discrete Mittag-Leffler function defined
and studied in [53].

Definition 7.17. Let α, β, λ ∈ R. We introduce the (q, h)-Mittag-Leffler function Es,λ
α,β(t) by

the series expansion
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Es,λ
α,β(t) =

∞∑
k=0

λk
(t− s)(αk+β−1)

(q,h)

Γq−1(αk + β)
, s, t ∈ T̃a(q,h), t ≥ s .

It is easy to check that the series on the right-hand side converges (absolutely) if |λ|(ν(t))α < 1.
As might be expected, the particular (q, h)-Mittag-Leffler function Ea,λ

1,1 (t) =
∏n−1

k=0
1

1−λν(ρk(t)) ,
where n ∈ Z+ satisfies t = σn(a), is the solution of the initial value problem

∇(q,h)y(t) = λy(t), y(a) = 1, t ∈ T̃σ(a)
(q,h) , (7.15)

i.e. it is a discrete (q, h)-analogue of the exponential function.

Remark 7.18. Setting q = 1, (7.15) becomes the implicit Euler method for numerical solving
of the classical testing initial value problem y′ = λy, y(a) = 1, where the approximate solution
is in the form Ea,λ

1,1 (t) = (1− λh)(t−a)/h.

The main property of the (q, h)-Mittag-Leffler function is described by the following asser-
tion.

Theorem 7.19. Let η ∈ R+ and t ∈ T̃σ(a)
(q,h). Then a∇−η(q,h)E

a,λ
α,β(t) = Ea,λ

α,β+η(t). If moreover

αk + β − 1 6∈ {0,−1, . . . ,−dηe+ 1} for all k ∈ Z+ and t ∈ T̃σ
dηe+1(a)

(q,h) then

a∇η
(q,h)E

a,λ
α,β(t) =

{
Ea,λ
α,β−η(t) , β − η 6∈ {0,−1, . . . ,−dηe+ 1} ,

λEa,λ
α,β−η+α(t) , β − η ∈ {0,−1, . . . ,−dηe+ 1} .

The proof is based on the key properties of the (q, h)-power function: for any α ∈ R+,
β ∈ R and t ∈ T̃σ(a)

(q,h) we have

a∇−α(q,h)

(t− a)(β)
(q,h)

Γq−1(β + 1)
=

(t− a)(α+β)
(q,h)

Γq−1(α + β + 1)
,

and, if moreover t ∈ T̃σ
dαe+1(a)

(q,h) , then

a∇α
(q,h)

(t− a)(β)
(q,h)

Γq−1(β + 1)
=


(t− a)(β−α)

(q,h)

Γq−1(β − α + 1)
, β − α 6∈ {−1, . . . ,−dαe} ,

0 , β − α ∈ {−1, . . . ,−dαe} .
(7.16)

These properties can be proved with help of the q-Vandermonde identity.

Remark 7.20. The relation (7.16) can serve as a counterexample demonstrating that the com-
position rule is (in general) not valid in the case of fractional differences. Indeed, taking
any α, β ∈ R+ \ Z+ such that β − α ∈ {−1, . . . ,−dαe}, then for any γ ∈ R+ such that
β − (α + γ) 6∈ {−1, . . . ,−dα + γe} we have a∇γ

(q,h) a∇α
(q,h) 6= a∇α+γ

(q,h).

By Theorem 7.19 we immediately have

Corollary 7.21. Let α ∈ R+. Then the functions Ea,λ
α,β(t), β = α−dαe+1, . . . , α−1, α define

eigenfunctions of the operator a∇α
(q,h) on each set [σ(a), b]∩T̃σ(a)

(q,h), where b ∈ T̃σ(a)
(q,h) is satisfying

|λ|(ν(b))α < 1.

It can be shown that the Wronskian Wdαe−α(Ea,λ
α,α−dαe+1, E

a,λ
α,α−dαe+2, . . . , E

a,λ
α,α)(σdαe(a)) =∏dαe

k=1
1

1−λ(ν(σk(a)))α 6= 0, hence, as a consequence of Theorem 7.15, we have:

Theorem 7.22. Let y(t) be any solution of (7.12) defined on [σ(a), b]∩ T̃σ(a)
(q,h), where b ∈ T̃σ(a)

(q,h)

is satisfying |λ|(ν(b))α < 1. Then y(t) =
∑dαe

j=1 cjE
a,λ
α,α−dαe+j(t), where c1, . . . , cdαe are real

constants.
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7.3 Further research
Our further research is directed towards investigation of qualitative properties of fractional
difference equations. In the paper [21] we have considered (7.12) restricted to the case 0 <
α ≤ 1 and q = h = 1. This equation can be understood as a fractional analogue of the
backward difference scheme ∇y(t) = λy(t), hence it is a good starting point for a qualitative
analysis. In particular, we have obtained some stability and asymptotic results of (7.12) under
considerations. Our method is based on converting the equation onto a Volterra difference
equation of convolution type. The theory of Volterra difference equations of convolution type
is discussed in [28] utilizing the Z-transform as a basic tool. In addition, we have answered
some open questions related to stability of this type of equations.

An extension of (7.12) to the vector valued case in the setting formed by Tt0h has been
studied in the forthcoming paper [22]. Contrary to the scalar case, the backward h-Laplace
transform is employed in the study of stability properties. The backward h-Laplace transform
of a function f : Tt0h → R is given by a power series with coefficients f(tn), where tn = t0 +nh,
n = 1, 2, . . . and the center at h−1. The idea is to locate the singular points of the h-Laplace
image of the system (that depend on the eigenvalues of system’s matrix). This provides an
information on the radius of convergence of the transform and consequently on the limit
behaviour of the solution.

The results obtained in [21] and [22] represent a tool for numerical analysis of the fractional
differential equation RLD

αy(t) = λy(t), 0 < α < 1, λ ∈ R, and the fractional differential system
RLD

αy(t) = Ay(t), 0 < α < 1, A ∈ Rd×d, respectively. In particular, they serve for a discussion
on stability of basic numerical schemes of these equations. It is consequently useful in analysis
of a fractional analogue of the diffusion equation (7.1).

Going back to the main theme of this thesis, possible directions of further research include
also the homogenization of fractional differential operators. To the author’s knowledge, this
approach is not much developed yet. In this direction, we refer, e.g. to [5], [12], [45], where
the homogenization of fractional diffusion equation (under some special domain and initial
conditions settings) has been studied.
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Abstract
This thesis deals with the homogenization of certain partial differential equations with respect
to uncertain input parameters in the equation’s coefficients. As a basic tool for treating such the
uncertainties, the so-called worst scenario method is used, looking for the “dangerous” states.
Several linear as well as nonlinear (of the strongly monotone type) problems are discussed.
A summary of results in the field of fractional calculus is also presented.
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