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1 Introduction

Dear reader, you are holding the thesis of my inauguration lecture. A thesis of a lecture has

loose formal requirements on its content and style, so I can follow an unusual path to create

something I have never done so far. I intended to prepare a guide for students coming to

our laboratory. This text should provide them with the necessary background: a collection of

sections will guide them through the field we are working in and, more importantly, many open

questions they can ask their colleagues or search for on the web to extend their knowledge.

Each double page is dedicated to one topic, and the text is complemented with graphical boxes

(see box 2) to highlight important concepts and our results. Will this graphical concept work?

I am not sure, but, as an experimentalist, I will try!

In our laboratory, we do surface science research on molecular nanostructures on solid

surfaces. We apply a complex, multimethod approach (see box 1) to study molecular self-

assembly, which enables fabricating nanostructures with atomic precision at large scales. This

thesis will guide you into this topic. The general concepts are followed by sketching the

research we perform in our laboratory. The thesis finishes with our visions, i.e., directions

where we are heading at the moment (of course, these sections will get outdated as time

passes by). However, this thesis will not provide complete knowledge; you are expected to go

deeper yourself. I hope that your discoveries will go far beyond this thesis. Enjoy the journey

to the world of self-assembly.
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2 Goals of Nanotechnology
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For decades, miniaturization was driven by the needs

of the electronic industry as dictated by Moore’s law:

the number of transistors in a dense integrated cir-

cuit (e.g., processor) doubles every two years. Along

with this trend, the size of a transistor, and the end-

user price will decrease while the computing power

increases. “Faster, smaller, cheaper” was the mantra

of the electronic industry. However, as the technol-

ogy of fabricating small “things” and our capabilities

to analyze their properties advanced, it has become

evident that materials with a small size display fasci-

nating properties distinct from that of bulk material.

In this view, the field of nanotechnology quickly grew

(see box 3), promising to provide new materials and

functionalities.

There are three main directions in nanotechnology

(see boxes 4–6). In the first one, we aim to reduce the size of the objects while keeping their

functionality as in the already mentioned integrated circuits. Smaller structures produce less

heat, enable faster operation, and consume less material for their manufacturing. In the same

way, downsizing the elements in magnetic storage media would offer a higher density of stored

information and faster read-out; however, the stability of magnetization becomes problematic

below a certain size.1

The second direction pursues the new physical properties related to reduced size or dimen-

sionality. Electrons spatially confined in nanoparticles behave as in artificial atoms. Hence,

by changing the nanoparticle size, the position of electron energy levels can be tuned, which is

utilized, e.g., in electroluminescent quantum dots that emit light of specific colors.2 Confined

electrons inside a metal nanoobject can resonantly oscillate when interacting with light waves,

which leads to size-dependent light absorption and a huge enhancement of electric fields in the

vicinity of the irradiated nanoobjects below the diffraction limit.3 In materials with reduced

dimensionality, e.g., graphene and 2D materials or their heterointerfaces, new physical phe-

nomena appear; they are related to, e.g., energy-band structure, quantum confinement effects,

or proximity to materials in their surroundings.4

The third direction harnesses properties of surfaces and interfaces that are different from

the bulk due to the broken translation symmetry in one direction and missing bonds to former

bonding partners. When downsizing the objects, surface properties become more pronounced,

and for nanometer-sized objects, their properties can become dominant over the bulk ones.

One of the most important surface properties is the catalytic activity, which originates only

in specific active sites on the surface.5 For the functionality of catalysts, the bulk is often not

relevant. Therefore, reducing the size of catalytic particles saves the expensive material while

enhancing the relative amount of active sites. Surfaces are also important starting points for

2
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the growth of materials, e.g., above mentioned integrated circuits. Surfaces provide templates

for the growth of functional 1D or 2D nanostructures via bottom-up fabrication, e.g., via

molecular self-assembly, which is described in the next section.

There are two distinct approaches for fabrication of nanostructures: top-down and bottom-

up (see box 7).1 In the top-down one, we shape the larger objects into small nanostructures,

e.g., metallic layer into nanosized plasmonic antennas. In recent years there was enormous

progress in lithography to enable downscaling the electronic circuit components. Simulta-

neously, alternative fabrication methods were developed, like focused ion beam milling or

deposition. The bottom-up approach becomes advantageous as the size or required objects

come close to a few atoms. In this approach, we build more complex nanostructures from ele-

mentary building blocks, e.g., atoms and molecules. In this way, we can reach atomic precision

in controlling and shaping the matter in required structures.

The development of fabrication methods goes hand in hand with our capabilities to analyze

the properties of fabricated nanostructures. The traditional methods of taking information

from a large area/volume are being adapted to measure single nanoobjects, like tip-enhanced

Raman and infrared spectroscopy or microscopic capabilities added to XPS. Nowadays, elec-

tron microscopes offer additional spectroscopic modes beyond imaging, e.g., electron energy

loss spectroscopy in TEM or Auger electron spectroscopy or cathodoluminescence spectroscopy

SEM. In this thesis, we will, however, employ more traditional surface-science techniques that

have also become indispensable in nanostructure analysis.
F������
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3 Molecular Self-Assembly
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Nanostructures can be fabricated with ultimate precision

by positioning individual atoms by the STM tip (see box

8). However, such a serial process would hardly ever be-

come a viable technology. To realize that, let us change

the scale by 107, i.e., 1 nm to 1 cm. In this scale, the area

equivalent to a 4-inch wafer is the same as ten times the

area of the Czech Republic. Production on this scale

would be a tedious job, and we should develop other

strategies for atomically precise manufacturing. One

prospective candidate is molecular self-assembly (see box

9).6 Instead of atoms, we use molecules as elementary

building blocks with predefined properties. Molecules

bring the advantage of high chemical tunability by employing mainly the abundant elements

like carbon, oxygen, nitrogen, and sulfur combined with only a tiny fraction of atoms of rare

materials.

The ordering of adsorbed molecules at solid surfaces is governed by the interplay between

intermolecular and molecule-substrate interactions. Key principles of self-assembly of long-

range ordered molecular structures are effective correction of defective binding motifs and

self-selection of bonding partners.7 The error correction is the ability to eliminate transiently

formed defective structures, i.e., to break the bonds that do not present an ideal structure

with the lowest energy and replace them with the “correct ones”. Self-selection and self-

recognition enable the selection of a particular component from multicomponent mixtures and

its attachment to the desired position; they are possible thanks to the dynamic error correction

process.

For efficient error correction, the bonding should be reversible at temperatures at which

the employed molecules remain stable. This precludes strong covalent bonds, and, therefore,

weaker intermolecular interactions should be used instead. These cover hydrogen and halo-

gen bonds between suitable functional groups, coordination bonds between metal atoms and

ligands, or substrate-mediated interactions that do not have a counterpart in bulk or solution

(see Section 7). Another condition of efficient error correction is free diffusion of the molecules

over the substrate, which ensures that “correct” binding partners reach a particular site.

Molecular self-assembly at surfaces. 
video

Key reference:
D. P. Goronzy, 
ASC Nano 12 
(2018), 7445.  

www
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Employing reversible interac�ons enables the 
growth of nanostructures in a dynamic equilibrium 
with their surroundings. Reversible interac�ons 
enable the correc�on of transient defec�ve mo�fs,
resul�ng in highly ordered structures. Self-selec�on 
of components ensures that only correct bonding 
mo�fs are formed in the mixture of elemental 
building blocks provided to the surface.

9
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structure, kine�cs deĮnes its accessibility. 

During the growth, atomsͬmolecules are deposited 
from the vapor phase. then adsorbed, they diīuse
on terraces to meet other adspecies, resul�ng in the
nuclea�on of aggregates or aƩachment to already 
exis�ng islands. dhe type of growth is determined
by the ra�o between diīusion rate � and deposi�on 
Ňux &. For large DͬF, the resul�ng structure is   
close to the equilibrium 
one͖ for low DͬF, meta-
stable kine�cally limited 
structures are obtained.
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Both conditions require the system to

be close to thermodynamic equilibrium to

suppress kinetic limitations (see box 10).

In the thermodynamic equilibrium, the is-

lands of the condensed molecular phase are

in a dynamic equilibrium with their sur-

roundings, i.e., free molecules that diffuse

on the bare substrate. These molecules at-

tach to existing islands at the same rate as

other molecules detach. The self-assembled

phases are therefore not stable per se, but

the surrounding environment should always

be considered.

One of the kinetic strategies to form

long-range ordered organic or metal-

organic networks is to prevent the forma-

tion of defective motifs. We have employed

this strategy to build the metal-TCNQ net-

works on graphene (see Section 13) by con-

trolled co-deposition of both components.

The attention of the field is now turn-

ing to on-surface reactions and on-surface

synthesis to facilitate the synthesis of

molecules and polymers that is not ac-

cessible in solution.8–10 Surface chemists

explore new synthetic pathways different

from chemical syntheses in solution or

gas. Covalent polymerization on solid sur-

faces promises fabrication of polymers with

unique structures and properties, as demonstrated by the precise synthesis of graphene

nanoribbons with defined width and edge geometry and functionalization. Polymerization re-

actions in the 2D confinement of a surface are fundamentally different from those in the bulk,

solution, or gas phase environment. The surface confines monomers, intermediate oligomers,

and polymers and provides an anisotropic surrounding with spatially defined reactive sites (a

template). Also, in an often-used vacuum environment, the absence of solvents dramatically

changes chemical reactions. While the major advantages of non-covalent self-assembly (i.e.,

efficient error correction and self-recognition) are missing, the high stability of the products

outweighs the significant challenges connected to preparing long-range ordered covalent poly-

mers with a minimum of defects. In this respect, pre-templating into self-assembled networks

and non-thermal activation present a promising route here.11

5



4 Low-Energy Electron Microscopy

Low-energy electron microscopy (LEEM, see box 11)12 has quickly become the primary method

in our research. LEEM images the sample in real-space at a mesoscopic scale (up to 15µm) by

low-energy electrons (0–50 eV) and also provides low-energy electron diffraction patterns. The

measurement is reasonably fast; the first results come in minutes. Notably, the measurements

can also be performed in real-time (typically 200ms per frame) during sample annealing,

irradiation, deposition of new material, or exposure to a specific gas, thus monitoring changes

occurring in response to the treatment.

Low-energy electrons reflected/scattered from the sample provide several contrast mecha-

nisms in the bright field images.13 These cover: (i) electric field inhomogeneities due to distinct

surface morphology, differences in the local work function of various parts of the surface, and

F������
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15 ks poten�al. dhe beam
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0ʹ50 es. >ow-energy electrons
coming from the sample are
accelerated and proũected on 
                                 the detector.    
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doing selected area diīrac�on 
and dark-Įeld imaging.      

� diīrac�on paƩern is formed 
in the back-focal plane of the 
obũec�ve lens. �y the transfer 

lens, we can quickly 
switch between ima-
ging of real and reci-
             procal space.        

Schema�cs adapted from Specs.de

11
the presence of contact poten-

tials or magnetic fields; (ii) dif-

ferent scattering amplitude re-

lated to the different atomic struc-

ture of observed material; and

(iii) Fresnel diffraction of re-

flected electrons, e.g., from the

bottom and top areas around

atomic steps on crystalline sur-

faces or due to multiple reflec-

tions in layers. These mecha-

nisms enable us to follow changes

in the structure and morphology of

molecular phases described below.
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Placing apertures into the electron beam enables advanced LEEM modes. Placing “mi-

crodiffraction” aperture spatially restricts the incoming electron beam allowing to measure the

diffraction on areas with diameter going down to 185 nm (see box 12). In this way, we can mea-

sure diffraction only from a single molecular domain, helping disentangle complex diffraction

patterns originating from multiple domains or phases. Conversely, multidomain diffraction

patterns allow precise determination of unit-cell parameters by the local congruence method

(see box 14). In dark-field imaging, we employ an aperture to obtain the distribution of phases

or orientational domains on the surface (see box 13).

In our laboratory, LEEM gives us mesoscale information on the molecular phases, espe-

cially their formation and transformation during thermal annealing. In addition, the real-time

capability is very useful: we stop the measurements and do STM and XPS (see the next sec-

tion) when a new phase is formed and is the only one on the sample surface. The presence

of a single phase is important especially for the area-integrated XPS measurements. STM

helps to relate the distinct contrast in the LEEM images and the diffraction patterns with the

molecular arrangements associated with the molecular phases. XPS then provides chemical

information necessary for the interpretation of observed changes.
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dhe mutual posi�on of diīrac�on spots from diīerently oriented domains presents a very sensi�ve tool 
for obtaining the superstructure unit cells. Even small varia�on in the proposed model results in an 
observable discrepancy between the calculated and measured diīrac�on paƩerns. 
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5 Scanning Tunneling Microscopy and X-ray Photoelec-

tron Spectroscopy
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constant, gives an image of electronic density 
distribu�on over the sample surface.  

piezodrive

15
The discovery of STM revolutionized surface sci-

ence. For the first time, observing the atomic

structure of surfaces in real space became possible.

The principle of STM is relatively simple: with an

atomically sharp tip, we approach the surface of

the studied sample to the distance where electron

tunneling occurs (see box 15); the applied volt-

age leads to measurable tunneling current (30 pA–

10 nA). Scanning by the tip over the surface then

provides an atomically resolved image. Usually,

the tip is maintained in a tunneling regime with

a feedback loop regulating its distance from the

surface to keep the tunneling current constant.

The tip should be atomically sharp, i.e., terminated by a single atom. The prepared tips,

e.g., by electrochemical etching, are sputtered in UHV to remove the contaminants, e.g., a

non-conductive oxide layer. But even freshly prepared tips are not guaranteed to be “good”,

i.e., atomically sharp. A good tip is usually obtained by “working on the tip”, which covers

various approaches. This covers the application of bias voltage pulses (up to 10V), changes in

bias voltage polarity, or on-purpose crashing the tip into the substrate. It takes a significant

amount of time to get a good tip; if you have it, you rarely leave the lab.

By changing sample bias, we access distinct imaging contrast. If a positive sample bias

(+) is applied, electrons tunnel from tip to sample, imaging the empty states; negative bias

(−) means tunneling from sample to tip leading to imaging the occupied states.
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1 nm 1 nm

�p

�hanges in oscilla�on frequency on a 
�K-terminated �p allow reaching a 
submolecular resolu�on.  

Kther �p termina�ons
can provide diīerent
contrasts, e.g., acidity,
magne�c moment 
orienta�on. 

SdD nc-�FD

1ϲ

It is important to remember that we use tunnel-

ing current as a probe. Therefore, we do not image

topography but the local density of electronic states

that is superimposed with topography. This fact is uti-

lized in scanning tunneling spectroscopy: by measuring

the derivative of the tunneling current dependence on

the bias voltage (dI/dV ), we obtain a spectrum of the

density of electronic states. STM images of molecules

usually do not show any internal structure because the

density of states is delocalized over the molecules. For

imaging of intramolecular structure, non-contact AFM

can be employed (see box 16).

In our laboratory, STM provides information on the

atomic-level structure and arrangement of molecules

within the unit cell that complements LEEM data.

8
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Sample irradia�on with y-rays causes the emission of
photoelectrons. dheir spectrum shows a set of peaks, 
reŇec�ng the energy levels of atoms in the sample. 
�s the posi�on of the peaks is characteris�c for each 
element, we obtain the chemical composi�on of the 
sample. From slight peak shiŌs, we learn about the 
bonding environment of atoms in the studied sample.   

electron 
spectrometer

17

KQ

XPS provides a quantitative, bond-specific

chemical composition of near-surface lay-

ers of studied samples (box 17). With

an electron spectrometer, we measure the

number of emitted electrons as a func-

tion of their kinetic energy from a sam-

ple irradiated with monochromatic X-rays,

the photoelectron spectrum. The peaks

in the photoelectron spectrum have posi-

tions characteristic to the elements from

which they were emitted. However, the

spectrum provides a wealth of informa-

tion beyond the concentration of elements.
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P��» F®��®Ä¦
Detailed informa�on on the chemical environ-
ment can be obtained by Įƫng the measured 
spectra with components. Peak Įƫng follows 
strict rules imposed by physics but should also 
provide a realis�c descrip�on of the sample.  

dhe spectrum above can be ĮƩed into 2 or ϯ 
components with 1͗2 or 1͗1͗2 intensity ra�os. 
�oth Įts have the same quality, but the 2-peak 
one does not match with number of oxygen 
atoms (4) in the binding mo�f, whereas the 
ϯ-peak does.  

18

The peaks are slightly shifted (up to a

few eV) depending on the chemical environ-

ment around the measured atoms. These shifts

are usually identified in the detailed spectra

by modeling the shape of the measured peaks

by components, i.e., by fitting (see box 18).

The shifts of the peaks are proportional to the

charge transfer: if there is an electronic transfer

to the measured atom, the peak shifts to lower

binding energies and vice versa. However, we

should note that photoemission is a quantum

mechanical process and this simple rule is not

always valid. Other features in the measured

spectra also provide valuable information. For

example, the shake-up peaks can be used to

discriminate the spin configurations of studied

atoms. The Auger peaks show different shifts

than photoelectron ones and allow the deter-

mination of chemical states, which are not re-

solved in photoelectron peaks.

In our research, chemical information pro-

vided by XPS enables us to explain the changes

in the studied molecular phases.
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6 Thermal Deprotonation

DÊ��½ DÊ½���½�

2+

2 +2

2

�iphenyl-4,4Ζ-dicarboxylic acid (�D�)

1ϵ
The following sections show different aspects of molecu-

lar self-assembly. For this, we employ a model system:

biphenyl-4,4’-dicarboxylic acid (BDA, see box 19) on

Ag(001) and Ag(111) substrates. BDA features two

phenyl rings that impose its flat-laying geometry on

metal surfaces, and two carboxylic end-groups that me-

diate intermolecular hydrogen bonds and enable the formation of extended supramolecular

assemblies. These groups can be chemically transformed on Ag substrates: sample annealing

to elevated temperatures leads to dehydrogenation (also called deprotonation, see box 20) –

dissociation of hydrogen from carboxylic groups of BDA, which can be controlled by annealing

temperature and time.

Deprotona�on

electron Ňow

Dehydrogena�on 0 0

electron Ňow

F������
�eƉƌoƚoŶĂƟoŶ oƌ deŚǇdƌoŐeŶĂƟoŶ͍

Removal of a posi�ve proton leaves
nega�ve oxygens. Subsequent charge 
transfer makes both par�ally charged.

Removal of a hydrogen leaves
neutral oxygens. Subsequent charge 
transfer makes both par�ally charged.

20
One or both carboxyl groups of BDA can be depro-

tonated (see box 21). As the thermal deprotonation pro-

ceeds, we obtain a series of molecular phases that com-

prise a mixture of pristine, semi-deprotonated (one of

the BDA’s carboxyl groups is deprotonated), and fully

deprotonated BDA molecules with a given ratio. On

Ag(001), the gradual deprotonation of a submonolayer

coverage of BDA leads to the formation of multiple mole-

cular phases that we refer to as α, β, γ3, γ2, and δ (see

boxes 22 and 23); these phases have been thoroughly de-

scribed in our papers.14–16 In the full layer, the α̇ phase is

formed instead of the β phase due to the spatial constric-

tion. There are two distinct fully deprotonated phases,

δ and ε. The δ phase is obtained by annealing above

400K, whereas the ε phase is obtained only non-thermally, e.g., by e-beam irradiation.

These phases differ in the degree of deprotonation of carboxyl groups, i.e., α comprises

only the pristine BDA with fully protonated groups, β, α̇, γ3 phases comprise 50% of depro-

tonated groups, γ2 phase 66%, and δ and ε phases 100%. The deprotonated carboxyl oxygens

form chemical bonds with the substrate; the released hydrogen associatively desorbs from the

surface, which is driven by a considerable decrease of the free energy of the system.17

D�Ö�Ê�ÊÄ��®ÊÄ

7KHUmDO 'HSURWRnDWLRn

dhe �D� molecules can be thermally deprotonated by the removal of 
one or both carboxyl hydrogens rendering �D� chemically dis�nct.   

Pris�ne
deprotonated

FullyPar�ally
deprotonated

21 E�Ã®Ä¦ �«� P«�Ý�Ý

7KHUmDO 'HSURWRnDWLRn

D GE J
Pris�ne to fully deprotonated.

�ccents and indices, e.g., ͗D
D-like structure with an extra 
dot in diīrac�on͖ this phase is 

chemically dis�nct from D.

22

10



D E J� GJ�

1 nm 1 nm 1 nm 1 nm1 nm

SdD͗ EòÊ½��®ÊÄ Ê¥ DÊ½���½�� P«�Ý�Ý

�D� displays several self-assembled molecular phases depending on the degree of its deprotona�on.

2ϯ

�«�Ã®��½ �Ä�½ùÝ®Ý

Deprotona�on can be directly followed by yPS.
dhe K 1s peak changes from two components 
associated with carboxyl oxygens via a mixed 
state to a single component of carboxylate. 
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24
The degree of deprotonation can be followed

by XPS (see box 24). Each of the three observed

binding motifs has a characteristic spectral fin-

gerprint. Complementary hydrogen-bonded car-

boxyl groups in the α phase manifest themselves

by two peaks in the O 1s spectrum; the peaks

with an intensity ratio close to 1:1 are associated

with hydroxyl and carbonyl oxygens of the car-

boxyl group (see box 24). The α̇ and β phases

feature the carboxyl-carboxylate binding motif.

In the O 1s spectrum, three peaks with 1:1:2 in-

tensity ratio are associated with hydroxyl and

carbonyl peaks of carboxyl and with two oxygen

atoms of carboxylate. Finally, the carboxylate-

phenyl motif shows a single peak for both car-

boxylate oxygen atoms.

The β phase displays a fixed degree of depro-

tonation in a broad temperature range, which

points to hindered deprotonation within the β

phase. Stabilizing the degree of deprotonation

within condensed phases renders the BDA phases

metastable, significantly influencing the transfor-

mation kinetics (see Section 8).

Each of these phases shows interesting fea-

tures. The α phase represents an ordered phase

that is non-periodic (see Section 9). The β phase is long-range ordered but disordered on a

molecular level with a random distribution of pristine, semi-, and fully deprotonated BDA

molecules. Thus, the β phase is a non-glassy disordered self-assembled phase. Finally, γ and

δ phases represent k-uniform tilings (see Section 10).

P. ProchĄzka et al.͗ Phase dransforma�ons in a �omplete 
Donolayer of 4,4͛-�iphenyl-Dicarboxylic �cid on �g(001).
�ƉƉů͘ ^ƵƌĨ͘  ^Đŝ͘ ϱϰϳ (2021), 14ϵ115.  

<�ù P��½®���®ÊÄ
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dhis topic 
is discussed
also here͗
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7 Role of the Substrate

thy do you use silver͍

Gold is boring, copper is boring...

�ÊÄò��Ý��®ÊÄ

�oring͍ thy͍

dhere is no deprotona�on on gold.

�nd on copper everything happens 
below room temperature.

�nd other metals͍

dhey destroy your molecule.

The substrate plays an essential role in

molecular self-assembly: it is where molecu-

lar ordering takes place. Besides that, sub-

strates provide a template for self-assembly,

act as a source or sink for electrons during

chemical reactions, and supply of adatoms.

We should always consider the substrate to

be a part of the system; in many cases it is

not inert (box 25). If the adsorbed molecules

chemisorb onto the substrate, they make

strong bonds and can be decomposed during this process. But even the inert substrate is

a place where adsorption, diffusion, nucleation, and growth of self-assembled phases occur.

The ever-present effect of the substrate is templating. The substrate surface features a

periodic lattice of atoms and the adsorbed molecules optimize their positions according to the

potential landscape the substrate provides. The substrate symmetry (see box 26) defines the

symmetry-equivalent positions of adsorbed molecules.

ƐƚƌoŶŐůǇ
iŶƚeƌĂĐƟŶŐ

graphene

ǁeĂŬůǇ
iŶƚeƌĂĐƟŶŐ

AƵ

AŐ

�Ƶ

transi�on
metals

^ƵďƐƚƌĂƚeƐ͗
F������ 25Another important role of the substrate is providing the adatoms, which

can be incorporated into metal-organic networks18 or act as a reaction interme-

diate in coupling reactions. While we did not report it in our papers, annealing

the samples comprising δ phases on Ag surfaces above 200 ◦C leads to decar-

boxylation of BDA, i.e., removal of its carboxylate groups, which is observed as

the disappearance of O 1s peak in XPS spectra. In STM, we identify two kinds

of chains (see box 27). The first consists of biphenyl biradicals alternating with

Ag atoms, and the second one polyphenyl chains, in which the Ag adatoms

were eliminated. The availability of adatoms depends on the substrate, and

significant differences were observed in reaction kinetics of Ullmann coupling

reaction on different substrates.19

F������

^ǇŵŵeƚƌǇ  oƉeƌĂƟoŶƐ͗

dransla�on

Rota�on

ReŇec�on

Glide reŇec�on

/ƐoŵeƚƌǇ (congruence transforma�on)͗ 
mapping in Euclidean plane �ϸ onto 
itself that preserves all distances.

^ǇŵŵeƚƌǇ of a set �͗ 
isometry ʍ which maps 
� onto itself (ʍ�с�).

2ϲ F������
/ŶĐoƌƉoƌĂƟoŶ oĨ ƐƵďƐƚƌĂƚe ĂƚoŵƐ͗

�D� 

polyphenyl 

�g 

Substrate atoms can play the role of reac�on intermediate, 
e.g., in decarboxyla�ve homocoupling of �D� on �g occurring
above 200 Σ�.

-biphenyl-�g-n
reac�on in-
termediate

1 nm

27
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F������
^ŚĂƉiŶŐ ƐƵďƐƚƌĂƚe ƐƵƌĨĂĐe͘

^ŚĂƉiŶŐ Őoůd ŶĂŶoĐƌǇƐƚĂůƐ͘

<eǇ ƌeĨeƌeŶĐe͗
F. tu et al.,
EĂŶŽ >ĞƩ͘ ϮϮ
(2022), 2ϵ15.  

www

1 nm

>-�ys

100 nm

>-�ys induces preferen�al growth of chiral 
facets during the growth of �u nanocrystals.

(12 5 8) facets grow 
preferen�ally. 

www

dhe metal-organic network shapes �g(100) 
terraces to be 1 molecule wide.  

1 nm

Fully deprotonated �D�
shapes substrate step 
edges to match the phase
boundary. 

Substrate is inherent part 
of the system.

28Both intermolecular and molecule-substrate in-

teractions play a significant role in the molecular

self-assembly on the solid surface. In the case of

planar aromatic molecules and an inert surface, a

flat-lying adsorption geometry maximizes the con-

tact area between molecules and substrate that are

coupled predominantly by van der Waals interac-

tions. The presence of functional groups dramati-

cally changes both intermolecular and molecule-

substrate interactions, which results in distinct

molecular bonding patterns, changes of the sub-

strate structure (reconstruction)20,21 and morphol-

ogy (reshaping)22,23 (see box 28), or incorporation

of substrate adatoms into bonding patterns24.

Interactions with no analogs in the bulk or liquid

may exist on the solid surface and have a dominant

effect on the resulting structure.21,25,26 An interplay

between molecule-molecule and molecule-substrate

interactions turns out to be decisive for the result-

ing arrangement of the employed molecules. The

term ‘subtle interplay’ expresses that even small

changes in the substrate or molecule can cause sub-

stantial alterations in the resulting self-assembled

structure.27

This thesis is mainly dedicated to BDA on silver, but let us look at how it is on different

substrates. The BDA deprotonation is significantly influenced by substrate material and

surface plane orientation. On Cu(100), BDA forms a self-assembled structure consisting of

fully deprotonated molecules already at room temperature.28 On Cu(111), the situation is

slightly different: a mixture of partially deprotonated and fully deprotonated phases appears

on the surface at room temperature.29 This indicates a lower reactivity of the (111) surface

compared to the (100). However, in general, Cu has a considerably higher reactivity for

deprotonation of BDA than Ag and Au. BDA on Ag(100) deprotonates very slowly at room

temperature, and annealing at higher temperatures is necessary to reach a noticeable degree

of deprotonation in a reasonable time. Concerning deprotonation, the Ag(111) surface is less

reactive than Ag(100). No deprotonation of BDA on Au substrates has been observed.30

Hence, the substrate material has a decisive role in the deprotonation of deposited carboxylic

acids and surface plane orientation also affects the reactivity and structure of molecular phases.

R��� �½ÝÊ
www

�. Dakoveev et al.͗ Role of Phase Stabiliza�on and Surface Krienta�on 
in 4,4͛-�iphenyl-Dicarboxylic �cid Self-�ssembly and dransforma�on on 
Silver Substrates. :͘ WŚǇƐ͘ �ŚĞŵ͘ �͘ ϭϮϲ (2022), ϵϵ8ϵ.

<�ù P��½®���®ÊÄ
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8 Transformation Kinetics

s®�ó ÊÄ P«�Ý� d��ÄÝ¥Ê�Ã��®ÊÄ

tatch video here͗

sideo showing the remote dissolu�on 

of the D phase and its transforma�on 

into the E phase.

original phase (D)

growing phase (E)

�g substrate

video

2ϵ
BDA forms several molecular phases that appear with

its increasing deprotonation. We can follow the trans-

formation of one phase into the subsequent one in real

space and real time by employing LEEM (see boxes 29

and 31). We use the term “transformation” to highlight

that the presented phase transitions are irreversible.

The irreversibility is a direct consequence of associa-

tive hydrogen desorption from the surface under UHV

conditions.17 The extremely low hydrogen partial pres-

sure in the surrounding environment causes the reverse

process, i.e., dissociative hydrogen adsorption, to oc-

cur very rarely. Thermodynamically, this is expressed

by a large free energy decrease of 0.5 eV per H atom

associated with the entropy of desorption process.17

The video referenced in the box 29 shows the for-

mation of β phase islands simultaneously at different

locations within the LEEM view field. Once the first

nuclei of the β phase islands appear, the α → β transformation is relatively quick (about 40

seconds). When nucleated, the β phase islands grow at the expense of the α phase domains

in a manner that we refer to as remote dissolution. Here, an expanding capture zone exists

around each β phase island, and when this zone reaches the surrounding α phase islands,

these quickly dissolve.

We have explained this behavior by a general growth-conversion-growth model validated by

kinetic Monte Carlo simulations (see box 30). The transformation follows the La Meer burst

nucleation mechanism, which we extended to the concept of “burst tranformation”. Burst

nucleation appears as a consequence of a large critical nucleus size due to a relatively weak

intermolecular interactions.

F������
dŚeoƌeƟĐĂů ƚooůƐ͘

�eŶƐiƚǇ &ƵŶĐƟoŶĂů dŚeoƌǇ (DFd) provides the 
ground state conĮgura�on of the system.

/n ŵoůeĐƵůĂƌ dǇŶĂŵiĐƐ (DD), the vibra�onal 
mo�on of every atom around its equilibrium 
posi�on is followed, visualizing thus the dynamic 
evolu�on of the system at short �me scales.

<iŶeƟĐ DoŶƚe �Ăƌůo ƐiŵƵůĂƟoŶƐ (kD�) provide
the dynamic evolu�on of the system. kD� focuses
on the important events that correspond to the
elementary reac�ons (adsorp�on, desorp�on, 
diīusion, or recombina�on), knowingly ignoring 
the descrip�on of all vibra�ons, thus enabling 
longer simula�on �mes.

ϯ0
The molecular phases are in a dynamic

equilibrium with the corresponding 2D gas

of BDA molecules diffusing over the surface.

The 2D gas plays an indispensable role in

the phase transformations: it mediates mass

transport between the individual islands and

hosts deprotonation reaction. While depro-

tonation also occurs within the condensed

phase, the intermolecular bonds stabilize the

initial state, which increases the activation

energy for deprotonation. Therefore the de-

protonation is much faster in 2D gas than in

the condensed phase.

14



1ϯϲ s

/Ä���Ä�½ d��ÄÝ¥Ê�Ã��®ÊÄ

tatch video here͗

/f two phases possess a similar stru-
cture, the phase transforma�on can 
proceed internally, i.e., within exis�ng 
molecular islands.

transforma�on front

void in mol. island

original phase (E)

growing phase (J)

video

ϯ1
We have observed different kinds of phase trans-

formations between BDA phases on Ag(001). The

α → β transformation can be assigned to a first-order

transition. The structure of the growing phase (β)

is incompatible with that of the previous phase (α).

Therefore, the islands of the β phase nucleate outside

the α islands. The situation changes for transforma-

tions between the γ phases. The structure of the γ

phases shares the structure of one side of their unit

cells. Hence, a new phase can grow on the periphery

of the previous one. The transformation between the

γ phases then proceeds locally within the voids prop-

agating through the molecular islands or at the island

periphery; however, the overall shape and position of the islands are maintained (see box 31).

In contrast, the α → α̇ transformation is gradual and, hence, can be termed a second-order

irreversible transition.
F������

�ƵƌƐƚ EƵĐůeĂƟoŶ ;�EͿ͘

� signiĮcant supersatura�on has to 
be reached before the nuclea�on 
starts. Knce reached, the nuclea�on 
events appear quasi-simultaneously. 
then the stable islands are present, 
the precursor molecules aƩach to 
them, decreasing the supersatura�on 
below the point where nuclea�on can 
occur. �onsequently, only the exis�ng 
islands grow, and no further nuclea�on 
is possible. 

<eǇ ƌeĨeƌeŶĐe͗
�. �aronov et al.,
WŚǇƐ͘ �ŚĞŵ͘ �ŚĞŵ͘ WŚǇƐ͘
ϭϳ (2015), 2084ϲ.  
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ϯ2The general picture of burst transformation is as

follows. At the beginning, there are islands of the ini-

tial phase in equilibrium with 2D molecular gas. With

the steady temperature increase, more molecules are re-

leased to the 2D gas, where they can deprotonate. This

gradually builds up the 2D molecular gas, and continu-

ing deprotonation makes its composition different from

the parent phase. The equilibrium condition requires

more molecules to be detached and eventually deproto-

nated. At some point, sufficient supersaturation allows

the formation of the new phase – its formation follows

the La Meer burst nucleation mechanism (see box 32).

The presence of islands rapidly decreases the supersatu-

ration: the molecules from the 2D gas are attached to

the newly nucleated islands. This has two effects: (i)

without significant supersaturation, no additional nu-

cleation occurs, and (ii) many molecules are released

from the preceding phase, rapidly deprotonating and

incorporated into new phase islands. This process, i.e.,

remote dissolution, continues until the islands of the

initial phase are dissolved.

P. ProchĄzka et al.͗ Dul�scale �nalysis of Phase dransforma�ons 
in Self-�ssembled >ayers of 4,4͛-�iphenyl Dicarboxylic �cid on 
the �g(001) Surface. ��^ EĂŶŽ ϭϰ (2020), 72ϲϵ.  

<�ù P��½®���®ÊÄ
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9 No unit cell of the α phase

/n m-diīrac�on of the D phase only the 
Įrst order spots are observed. 

EÊ hÄ®� ��½½ Ê¥ D

20 es
�g(100)

substrate

�D� 
dimer

missing
spot

interchain
distance

molecular
dimer

undeĮned
posi�on

,ence, the long-range order is missing

in the D phase. dhe Įrst-order spots 
are associated with �D� dimers that

form the basic structural unit of D. 

ϯϯ
Atomic and molecular phases usually show long-range

order unless they are amorphous. BDAmolecular phases

do not differ from this concept except for the α phase.

The α phase is always difficult to describe in our

manuscripts. It is relatively easy to describe the other

phases both on Ag(001) and Ag(111) substrates because

they are periodic and commensurate with the substrate

(sometimes with a large superlattice; cf. local congru-

ence method, Section 4). But for the α phase, there is

no long-range periodicity, even if it looks periodic. It is

hard to admit that we cannot assign any unit cell to the

α phase (see box 33).

A periodic gas-phase arrangement of BDA on

a periodic substrate produces a non-periodic struc-

ture. How is that possible? If we place BDA

molecules on the substrate, their intermolecular sepa-

ration and position with respect to the substrate

cannot be optimized simultaneously (see box 34).

F������
^Ƶďƚůe iŶƚeƌƉůĂǇ oĨ iŶƚeƌĂĐƟoŶƐ͘

�ompe�ng molecule molecule and ʹ
molecule substrate interac�ons ʹ
cannot be op�mized simultaneously.

www

En
er

gy

/ntermolecular Separa�on

Dolecular Posi�on�

�

G

H

moleculeʹmolecule

moleculeʹsubstrate

/Ŷ
ƚe

ƌĂ
ĐƟ

o
Ŷ

 Ɖ
o

ƚe
Ŷ

Ɵ
Ăů

Ɛ

dP� on �u(111)͗
H�G с ϯ.45 �ͬ� с 2.15

ZeƐƵůƟŶŐ iŶƚeƌŵoůeĐƵůĂƌ ƐƉĂĐiŶŐ

ϵ
.1

5
 �

ϵ
.1

5
 �

ϵ
.2

4
 �

ϵ
.ϯ

7
 �

ϵ
.7

4
 �

1
0

.ϲ
4

 �

ϵ
.2

4
 �

ϵ
.ϯ

7
 �

ϵ
.7

4
 �

molecules

substrate

<eǇ ƌeĨeƌeŶĐe͗
d. t. thite et al.,
:͘ WŚǇƐ͘ �ŚĞŵ͘ �
ϭϮϮ (2018), 17ϵ54.  

ϯ4

The BDA α phase comprises molecular chains of fully

protonated molecules. Within these chains, the carboxyl

groups of neighboring BDA form complementary hydro-

gen bonds. The BDA molecules are not spaced regularly

but are shifted from “optimal” positions within the chain

by ± 0.4 Å to enhance the binding with the substrate at

the expense of increased energy associated with hydrogen-

bond length change, as previously discussed for a relevant

system comprising non-deprotonated TPA on a Cu sub-

strate.27

Upon deprotonation, the α̇ phase is formed. It is

structurally close to the α phase, but the matching with

the substrate by the strong binding of carboxylate oxygen

atoms to the substrate results in the appearance of intra-

chain periodicity. Here, 5 BDA chain match 24 substrate

atoms. However, these five molecules are also not placed

regularly. In contrast, BDA in the α phase is only weakly

van-der-Walls bonded to the Ag substrate.
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Superlaƫce͗ laƫce of diīerent periodicity 
in the topmost (adsorbate) layer super-
imposed on the substrate laƫce with the 
basic periodicity.

ď

Ă

ď

Ă

ď

Ă

Simple superlaƫce

�oincidence laƫce

/ncoherent laƫce

bͬa с 2

bͬa с 4ͬϯ

bͬa с 1.4ϵϵ5ϯ...

laƫces are commensurate

laƫces are incommensurate

ϯ5
Without anchoring points, the periodicity does not

appear. In this situation, we obtain a system

not listed in textbooks (see box 35).31 In this sys-

tem, the competition of the molecule–molecule and

molecule–substrate bonding results in an aperiodic

molecular overlayer even though both molecular

layer and substrate are periodic systems per se.

In contrast to Ag(001) substrate, the α phase

on Ag(111) is periodic within the molecular chains.

However, compared to Ag(001), where the inter-

chain periodicity exactly matched the 2-substrate-

atom distance, the Ag(111) surface is more densely

packed. Therefore, the molecular rows no longer

precisely fit the substrate, which results in a slight variation of the inter-row periodicity.

DÊ½���½�� Ý�������� �Ý d®½®Ä¦

dhe neighboring rows in the D phase can be arranged 
in two equivalent posi�ons. te assign a �le to each 
conĮgura�on of 4 neighboring �D� molecules.   

Employing these �les, we obtain �ling that represents

the D phase. dhe rectangle �le represents an average 
unit cell͖ the kite represents a twin domain boundary.     

ϯϲ
The interchain motif comprises a pair

of BDA molecules in the neighboring

chains (BDA dimers, box 33), which give

rise to characteristic α-phase diffraction

spots. However, there are two symmetry-

equivalent positions for BDA molecules in

the neighboring chains (see box 36). The

existence of these possibilities results in a

random sequence of chains.

In standard representation, the α̇ phase

unit cell can be expressed in matrix nota-

tion as

(
24 0

2 2

)
. However, in this case,

every change in the placement of the fol-

lowing molecular chain is associated with

the twin boundary.

To better rationalize the structure of

the α and α̇ phases, we can associate these

two possibilities with two distinct tiles (see

the next section): “rectangle” and “kite”

(see box 36). In this representation, the

rectangle tile represents an average unit

cell and the kite a twin-domain boundary.

P. ProchĄzka et al.͗ Phase dransforma�ons in a �omplete 
Donolayer of 4,4͛-�iphenyl-Dicarboxylic �cid on �g(001).
�ƉƉů͘ ^ƵƌĨ͘  ^Đŝ͘ ϱϰϳ (2021), 14ϵ115.  
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10 Tilings

F������

Archimedean (semi-regular) �lings

Ver�ces (joints of regular polygons) 
of 11 Archimedean �lings; the first 
three represent regular �lings. 

Regular Tilings

Example of expression of �ling from 
ver�ces marked by an asterisk above. 
In Archimedean �lings, all the ver�ces 
are equivalent.

F������
Tilings: ver�ces, edges, and �les

Vertex

Edge

Tile

Tiling T is a countable family of closed 
sets T= {T₁, T₂, ...} which covers the 
plane without gaps and overlaps.

Symmetry S of the �ling T: isometry 
mapping every �le of  T onto �le of T.

Uniform �ling: group S(T) contains 
opera�ons that maps every vertex of 
�ling T onto another vertex of  T.

k-uniform �ling: edge-to-edge �ling 
which ver�ces form precisely k 
transi�vity classes with respect to S(T).

37

38

The division of a plane into regular polygons has fas-

cinated people since ancient times. Many monuments

are decorated with simple geometric objects forming

complicated ornaments on murals or pavements across

different cultures. The first rigorous mathematical treat-

ment of tessellation of the Euclidean plane into regu-

lar polygons – tiles – was done by Johannes Kepler in

his famous work Harmonices Mundi, “The Harmony of

the World”.32 This famous set of 5 books introduced a

mathematical description of planetary motion in the he-

liocentric system – Kepler’s Third Law. Surprisingly for

many of his successors, a significant part of Harmonices

Mundi was dedicated to tilings; in some transcriptions,

these parts were shortened or even dismissed. Only in

the 20th century, there was a renewed interest in tilings,

as described in the excellent book by Grünbaum and

Shephard.33

There are only three ways of forming regular tilings

as there are strict mathematical criteria defining regular

tiling by flag transitivity.33 If we relax the condition of

a single type of tiles, we get additional eight semiregular

or Archimedean tilings (see boxes 37 and 38). In these

tilings, the vertices – joints of tiles – are all equivalent;

mathematically, the Archimedean tilings are defined by

the condition of vertex isogonality by the symmetry of

tiling.33 And if we allow more than one type of vertex,

we obtain uniform tilings.

Tilings by regular polygons are of particular inter-

est as they appear to be an extremal solution to vari-

ous physical problems.33 The introduction of a few new

tiles into a certain tiling may profoundly alter its nature,

which may be regarded as an analogue of the physical ef-

fects of introducing foreign atoms into a crystal. In this

respect, the supramolecular rhombus tilings, which pro-

vided insights into the physics of dynamically arrested

systems and the role of entropy in the balance between

order and randomness in molecular phases, serve as an

illustrative example.34–36 Tilings thus present intriguing

model systems for complex physical problems.
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dhe �D� G and J phases on �g(001) surface can 
be associated with Ŭ-uniform �lings (Ŭ с 1...ϯ). 
  

ϯϵ

1 nm 1 nm

Experimental realization of complex sur-

face tessellations on an atomic and mole-

cular level thus enables exploring properties

and utilization of these systems. In this re-

spect, supramolecular chemistry offers tools for

engineering self-assembled surface geometries

expressing semiregular,37–39 fractal,40,41 qua-

sicrystalline,42,43 and random34 tilings.

2+ 1+�+ 1+
�+

1+
�+

1+
�+

�+ �+
�+

2+�%'$

1+�%'$
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dhe tessella�on complexity increases by inser�ng 
new �les and binding mo�fs. dhe 2-uniform �ling is 
obtained by inser�ng a square �le between the rows 
of orange triangles of regular �ling. /nser�on of an 
addi�onal square results in the ϯ-uniform �ling. 

ϯ-uniform �ling

1-uniform �ling

2-uniform �ling

40
We have found that BDA γ and δ phases on

Ag(001) substrate can be associated with

k-uniform tilings (see boxes 39 and 40).

Nature tends to produce simple struc-

tures. So, a single component system usu-

ally forms a regular or a semiregular tiling.

Even putting together multiple components

results in simple structures or segregation

of components into two separate phases.

Hence, the task is to combine two distinct

phases with characteristic binding motifs;

this can be realized using BDA. Deprotona-

tion of only one of two carboxyl groups pro-

duces a bifunctional molecule that enables

us to combine two binding motifs charac-

teristic of two distinct pure phases. So,

employing it together with intact and fully

deprotonated BDA, we obtain a structure

showing several types of vertices, i.e., a

representation of a 2- or 3-uniform tiling.

Box 40 shows how the tiling complexity in-

creases with additional rows of molecules.

However, it is not only the right mix-

ture of intact, semi-, and fully deproto-

nated BDA that defines tiling, but also

a substrate geometry. On Ag(111), we

observe structures with different geometry

than that of k-uniform tilings.

>. <ormoƓ et al.͗ �omplex k-hniform dilings by a Simple 
�itopic Precursor Self-�ssembled on �g(001) Surface. 
EĂƚ͘ �ŽŵŵƵŶ͘ ϭϭ (2020), 185ϲ. 
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11 Electron-Beam Induced Transformations
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process 2

process ϯ

process 1
e-beam

R
at

e 
(1

ͬs
)

/n complex reac�ons, a d�P with the 
highest ac�va�on energy (� ) is rate-�

limi�ng, i.e., deĮnes the overall kine�cs. 
�ll the rates increase with rising tempe-
rature d as exp(Ͳ� ͬŬd). dhe speciĮc �

hierarchy of � cannot be easily re-�

arranged.
,ere, non-thermal ac�va�on methods 
can enhance the par�cular rate, chang-
ing thus the rate-limi�ng process.

41
The temperature has a prominent position in natu-

ral sciences: many reactions and processes are ther-

mally activated following the Arrhenius law. In self-

assembly, thermodynamics usually defines the equilib-

rium structure, but also the kinetics of the involved on-

surface processes, i.e., reaction rate, on-surface diffu-

sion, nucleation, and growth, plays a crucial role. The

kinetic rates of all the involved processes are generally

thermally activated following the Boltzmann distribu-

tion and display a particular hierarchy of activation

energies. With an increasing temperature, the rate of

all the temperature-activated processes increases ex-

ponentially, with activation energies being the defining

parameter (see box 41). The correct choice of temper-

ature enables the adjustment of the rate of structural

and chemical transformations to reach the desired product.9 However, this approach is not

generally applicable because the hierarchy of activation energies cannot be easily rearranged.

The non-thermal activation methods9 present an alternative that circumvents this limita-

tion. Photons and low-energy electrons can excite specific vibrational modes, access many reac-

tion channels, deliver much higher energies, and excite plasmons for plasmon-induced chemical

reactions. Electron-beam-induced reactions such as crosslinking/breaking polymer chains in

electron beam lithography,44 or precursor decomposition in electron-beam-induced deposition

(EBID)45 are the key technologies for nanofabrication. The commonly used high-energy-

electron beams deliver too high energy densities, causing an extensive damage to adsorbed

molecular layers, substantially reducing reaction selectivity.46 Even low-energy (< 20 eV) elec-

trons are still considered rather more damaging than useful, especially for organic adsorbates.46

EÄ��¦ù ��Ö�Ä��Ä� Ý��������
dhe e-beam irradia�on of �D�ͬ�g leads to 
the forma�on of new molecular phases. �elow 

10 es, the E phase grows Įrst, followed by the 

H phase. �bove 10 es, the H phase grows 
directly. dhis hints at a change in kine�cs 
when an e-beam of higher energy is used.  

�  ф10 esk
β ε

2 nm 2 nm

�  х10 esk

42
During our given oral presentations that include

LEEM, we are usually asked if the electron beam

influences the BDA molecules. It does. The e-beam

irradiation of the α phase leads to the formation of

new molecular phases. Depending on the electron

energy, the ε phase is either formed directly or via

the intermediate β phase. Whereas the formation

of the β phase can be induced both by irradiation

and thermal annealing above 340K, the ε phase is

only reached by e-beam irradiation.

This result demonstrates the principle of kinetic

structural control, i.e., the formation of distinct pe-

riodic structures as a function of the external pa-

rameter.
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dhe transforma�on of the D phase requires only minor shiŌs of �D� within the exis�ng structure. ,ence,

the intensity of spots associated with the D phase provides the frac�on of deprotonated carboxyl groups.

4ϯ

We have determined the deprotonation rate as a function of electron beam energy from the

evolution of the intensity of the diffraction spots associated with the α̇ phase (see box 43). The

α → α̇ phase transformation proceeds internally and features the formation of a carboxylate-

substrate bond, which requires only minor vertical and horizontal shifts of BDA within the

existing structure. Employing this phase transformation thus circumvents the complications

encountered when the formation of the new phase includes on-surface transport, nucleation

of deprotonated molecules and subsequent growth of the phases themselves. The growth rate

of the α̇ phase increases with an e-beam energy above the threshold of 6 eV. We also tried to

determine the deprotonation kinetics from the change in the reflected electron beam intensity

of BDA islands in the bright-field LEEM images, but we failed (see box 44).

�. Dakoveev, ͗ <ine�c �ontrol of Self-et al.
�ssembly hsing a >ow-Energy Electron �eam. 
�ƉƉů͘ ^ƵƌĨ͘  ^Đŝ͘ (202 ), .  ϲϬϬ 2 15410ϲ
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thile we also observe changes in the 
contrast of �D� molecular islands in the 
bright-Įeld >EED images at the same
�me scale, we found that these changes
are not directly propor�onal to degree
of the deprotona�on of �D�.  

44
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�eƉƌoƚoŶĂƟoŶ oŶ ŵeƚĂů ƐƵƌĨĂĐeƐ͘

/n this process, a proton is extracted 
from carboxylic oxygen. dhe oxygen 
subsequently binds to the surface 
atom. dhe extracted proton (blue) 
stays near its parent K, un�l it desorbs. 

45

The growth of distinct phases depending on the e-

beam energy is a direct consequence of the increased

deprotonation rate of BDA. Depending on its compe-

tition/cooperation with the nucleation rate, either the

intermediate β phase or directly the final ε phase is

formed. A regulation of the deprotonation rate thus

allows a change of the limiting factor from the rate of

supply of the deprotonated molecules to nucleation of

the molecular phase. Hence, selective enhancement of

a process outside the ladder of activation energies that

defines the deprotonation-nucleation-growth kinetics

can be employed to obtain different products.

The main interaction mechanisms of low-energy

electrons with molecular layrers are non-resonant

electron impact ionization and electron impact exci-

tation or resonant electron attachment.47 As we do

not see any clear signatures of resonance peaks, we

associate the monotonic increase of the reaction rate

above 6 eV with the non-resonant electron impact ex-

citation process.
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12 Vision: Organic Electronics

Facing the physical limits of the current semiconductor technology, several novel concepts are

introduced to maintain the trends in the enhancement of operating speed, downsizing the in-

dividual transistors, and keeping the production costs. Simultaneously with high-performance

transistors, devices with distinct functionalities, i.e., for sensing, energy harvesting, and illu-

mination, were developed. Organic semiconductors (OSs) became an integral part of these

devices as they aim at different applications employing transparent, flexible, and biocompati-

ble materials and offer low-cost/high throughput processing.48 To this end, OLED displays

rule the market of high-end screens of mobile devices, organic photovoltaic cells are at the edge

of large-scale commercial production, while organic thin-film transistors are still behind those

above but with a range of promising demonstrations. OSs also offer a large degree of tunability

in their mechanical, electrical, and optical properties over their inorganic counterparts, which

can be used to add multifunctionality to a single device.48

The interface between the OS and the metallic contacts defines the alignment of the mole-

cular orbital levels of the OS with vacuum and Fermi levels of the metal. The alignment

determines the electron and hole injection efficiency; a considerable contact resistance arises

from energy level misalignment (see box 46).48 The high contact resistance limits the operation

frequency and restricts high current devices such as organic field-effect transistors.48

One of the possibilities to reduce the contact resistance is to passivate the metal electrode

by a thin insulating layer and establish the energy level alignment through integer charge trans-

fer via the tunneling barrier.49 However, tunneling contact is also associated with considerable

contact resistance and energy losses despite the precise alignment.50

F������
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<eǇ ƌeĨeƌeŶĐe͗
D. Fahlman et al.,
EĂƚ ZĞǀ͘ DĂƚĞƌ͘
ϰ (201ϵ), ϲ27.  

www

KS
1

2

ϯ
�

�athode

�node
н

,KDK

t
F

s>

�/>

K
rg

an
ic

 s
em

ic
o

n
d

u
ct

o
r

D
et

al
 e

le
ct

ro
d

e

�F

�ŚĂƌŐe iŶũeĐƟoŶ ůĂǇeƌƐ ;�/>ƐͿ͘

,KDK

>hDK

�

s>

'�e

1 2 ϯ

'�h

�F

dhe energy diīerence between 
the metal Fermi level � and the F

,KDK and >hDK levels leads

to the forma�on of electron '�e

and hole '� inũec�on barriers͖ h

these are associated with a 
considerable contact resistance.

�/>s are used to reduce 
the contact resistance 
of the metal electrode-
organic semiconductor 
(KS) interface by aligning
the ,KDK or >hDK with
�  of the metal electrode. F

�ĂƐiĐ K^ deviĐe͘

4ϲ �D� �Ý �/>͍
Deprotona�on of �D� results 
in the forma�on of electric 
dipoles. thile the ini�al �D� 
deposi�on decreases the work

0 0.2 0.4 0.ϲ 0.8 1

ϯ.8

ϯ.ϵ

4.0

4.1

4.2

4.ϯ

4.4

4.5

t
o

rk
 F

u
n

c�
o

n
 (

es
)

Degree of Deprotona�on

0.8 D> of �D�ͬ�g(001)
G(001)

D(001)

(001)E
�g(001)

�g

2    layernd

�/>

func�on (tF) due to push-
back eīect, a forma�on of 
dipoles has the opposite 
eīect. ,ence, the tF can 
be tuned by deprotona�on 
of �D� in a 0.8 es range. 
dhe electronic levels in the 
2Ǡǖ �D� layer follow the 
shiŌ of the tF.      

F�

4
.ϯ

ϲ
 e

s

�/>

2
8

5
.ϲ

1
 e

s

G���1�

s�

D���1�

2    layernd

'M

0.71 es

1.2ϯ es

0.ϯϲ es

-0.ϲ1 es

н0.28 es
E(111)

284.4 284.8 285.2

ϯ.8

4.0

4.2

4.4

4.ϲ

t
o

rk
 F

u
n

c�
o

n
 (

es
)

�/> � 1s posi�on (es)

1��������

�/>
�g(001)

G(001)

D(001)

D(111)

D(001)

Electronic levels in �D� bilyers

47

22



F������
KƌŐĂŶiĐ ƐeŵiĐoŶdƵĐƚoƌƐ ;K^Ϳ͘

Wvib

<eǇ ƌeĨeƌeŶĐe͗
S. Fra�ni et al.,
EĂƚ͘ DĂƚĞƌ͘
ϭϵ (2020), 4ϵ1.  

wwwS

S

S

S

�d�d

DEdd

rubrene

pentacene
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phonon modes causes a transient 
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48 Therefore, the direct contact of molecules is prefer-

able. In this case, the contact resistance can be de-

creased by so-called charge injection layers (CILs, see

box 46) that reduce the energy level misalignment and,

thus, increase the efficiency of OS-based devices.51,52

Our approach uses BDA as a tunable single-layer

molecular CIL (see box 47). When deprotonated, the

carboxylate group possesses a partial negative charge,

forming an interfacial dipole. By gradual deprotona-

tion, we can prepare a range of molecular phases with a

distinct density of dipoles nDip = 2DnBDA, where D is

the degree of BDA deprotonation and nBDA is the sur-

face density of BDA molecules each having 2 carboxyl

groups. Deposited molecules induce the pushback ef-

fect that initially decreases the work function (WF).53

The deprotonated carboxyl groups display a negative

charge localized on the O atoms, which results in the

formation of interface and intramolecular dipoles that

increase the WF by up to 0.8 eV. Along with the WF change, the energy levels of BDA in the

second molecular layer shift accordingly. Following this initial success, we turn our focus on

the systems comprising high-mobility OS (see box 48) deposited on the CIL, which are formed

by various organic carboxylic acid molecules to lower the OS-electrode contact resistance.

In a separate project, we aim to investigate the growth of OSs on graphene as a part of

a vertical field-effect transistor (VFET, see box 49). the concept of a VFET device brings

several advantages, e.g., high driving current, high-speed operation, flexibility, scalability and

3D integration, and compatibility with organic materials, while they are less demanding for

lithographic processes.54 In VFET, the semiconducting channel is sandwiched between source

and drain electrodes; hence, its length is given by the semiconductor layer thickness.
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>. >iu et al.,
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ϲϯ (2020), 201401.  
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/n sFEd, the semiconduc�ng channel 
is sandwiched between source and 
drain electrodes. Employing graphene 
as a gatable electrode enables 
modulating the SchoƩky barrier height 
at the grapheneͬKS interface by a gate  
electric Įeld in 

� '�F
,KDK KE

KFF

grKS

range of '� .F
�u (drain)

Si (gate)

KS

SiE  (gate dielectric)x

4ϵ

graphene (source)

s. StarĄ, et al.͗ dunable Energy >evel �lignment 
in the Dul�layers of �arboxylic �cids on Silver. 
WŚǇƐ͘ ZĞǀ͘ �ƉƉů͘, accepted.  
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One of the VFET designs is the variable barrier

interface transistor (barristor) employing graphene as

a gatable electrode to modulate the Schottky bar-

rier height at the graphene/semiconductor interface

by the gate electric field.54 In this way, the carrier

transport through the device is controlled, and a large

ON/OFF ratio can be achieved. In this project, we

will focus on the formation of the graphene-OS inter-

face and lowering the contact resistance, which still

dominates the realized VFET devices.
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13 Vision: Metal-Organic Networks on 2D Materials

Metal-organic networks self-assembled from metal atoms and small organic molecules present

large arrays of equally-spaced magnetic centers in the same local environment (see box 50).

The magnetic centers can be employed for magnetic and spintronic applications but also as

quantum bits, i.e., the functional units of a quantum computer (see box 51). When multiple

spin centers reside in close proximity, indirect magnetic interactions can cause the spins to

arrange in specific patterns. The presence of these interactions is generally desirable, but the

ideal strength of the interactions depends on the application: it should be dramatically larger

in a spin waveguide than in a system intended for quantum computing.55,56 This motivates us

to search for ways to control the properties of magnetic interactions by external parameters.

The charge carrier concentration and polarity within graphene can be externally tuned by an

external electric field.
D���½-K�¦�Ä®� E��óÊ�»Ý ÊÄ G��Ö«�Ä�

Fe-d�EY networks prepared on graphene epitaxially 
grown on /r(111) surface viewed by SdD. Similar networks 
were prepared with Ei and Dn atoms.

1�� nm 1 nm
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Yubits can be installed in metal-organic frameworks via a
selec�on of proper structural nodes and linking moie�es. 
Dagne�c interac�ons between qubits are open to 
synthe�c Įne-tuning via a proper choice of bridging units.

YƵďiƚƐ iŶ ŵeƚĂůͲoƌŐĂŶiĐ ĨƌĂŵeǁoƌŬƐ͘

te propose to use graphene 
to Įnely tune the magne�c 
interac�ons.

charge transfer

0

1

Yubits can be placed into a quantum 
superposi�on of cons�tuent states, thereby,
simultaneously accessing mul�ple states.
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Magnetic coupling of spin centers

on surfaces can be mediated by RKKY

(Ruderman-Kittel-Kasuya-Yosida) in-

teractions57 or by superexchange via

the negatively charged ligand58. In

the case of RKKY, the coupling is me-

diated by the conduction electrons of

the substrate, and exhibits an oscilla-

tory ferromagnetic-antiferromagnetic

behavior and a strong dependence on

the distance with the charge carrier

concentration as one of the defin-

ing parameters. In the case of su-

perexchange, the magnetic coupling is

reached via the Heisenberg exchange

coupling between spins localized at

metal sites and the itinerant spin den-

sity of the spin-polarized molecular

LUMO band. The electronic den-

sity of molecular states was shown to

be controllable by a gate voltage59

applied on the graphene layer giv-

ing the promise of control of superex-

change interaction strength via ad-

justing the Fermi level of the graphene

layer. Hence, both coupling mecha-

nisms are sensitive to the charge trans-

fer into the substrate and can be, in

principle, externally controlled.
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dhis can be realized by periodic arrays of transi�on
metals in metal-organic networks. 
Detal-organic network on �i Se2 ϯ

�s a consequence of the strong 
spin-orbit coupling, the bandgap 
in d/s gets inverted͖ this gives rise 
to a special type of surface state.

�reaking �me-reversal symmetry, e.g., 
by the presence of ferromagne�c (FD) 
order, leads to the forma�on of an 
exchange gap in the band dispersion. 
duning the Fermi level in the exchange 
gap results in the emergence of a 

conduc�on 

valence
band

surface �F

band

state

edge �F
state

doƉoůoŐiĐĂů iŶƐƵůĂƚoƌƐ ;d/ƐͿ͘

/n these states, the electronΖs spin is locked to its 
momentum͗ they are topologically protected, i.e.,
robust against surface defects or disorder. dhis 
property leads to a nearly dissipa�on-less current. 

quantum ,all eīect at zero magne�c Įelds, that is, a
Y�,E. dhe Y�,E is characterized by the forma�on of 
dissipa�on-less 1D chiral edge conduc�on channels.

5ϯ

y-��ù �Ä� E½����ÊÄ-���Ã DÊÖ®Ä¦
y-ray exposure of a graphene device causes the forma-
�on of electron-hole pairs in the gate dielectrics. dhe 
electrons are very mobile and quickly leave the dielectrics. 
,oles diīuse very slowly and can be eventually captured 
and immobilized by defects. dhese defects become 
charged and electrosta�cally dope the graphene.

SiK2
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�
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ZeĂd ĨƵůů ƐƚoƌieƐ Śeƌe͗>ow energy electrons work 

similarly, but they can provide 
both posi�ve and nega�ve 
doping depending on the gate
voltage during the irradia�on.

after irradiation
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Obtaining gated graphene devices

working in UHV is challenging due

to residues from lithographic process-

ing on the graphene substrate. To cir-

cumvent the need for lithography, we

have developed contactless methods to

dope graphene employing X-rays or low-

energy electrons (see box 52).60,61 The

irradiation-induced charge trapped in the

dielectric layer acts in the same way as

a gate electrode and can provide higher

doping than the standard way.

Topological insulators have been at-

tracting attention thanks to their fasci-

nating properties (see box 53)62 and pos-

sess enormous potential for spintronics

and quantum computing applications. Al-

though it is the time-reversal symmetry

that topologically protects the electrons

from backscattering, an interesting conse-

quence arises upon its breaking, e.g., by

the presence of ferromagnetic order (see

box 53).63 This potentially leads to the

emergence of a quantum anomalous Hall

effect.62

We have proposed to prepare a pe-

riodic array of magnetic atoms/ions em-

bedded in the 2D metal-organic network

(MON).22 The careful design of organic

ligands and a proper selection of metal

atoms allow fine-tuning of the MON prop-

erties, e.g., the type of lattice and its peri-

odicity, molecule-substrate charge trans-

fer, separation of the metal atom from

the substrate. It is theoretically pre-

dicted that local magnetic moments of 3d

atoms are not quenched in a metal-organic

network on top of a topological insula-

tor surface, and there is a significant ex-

change interaction between these atoms.64

Hence, the magnetic proximity effect can

be achieved by properly designed MONs.
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14 Research Group: Molecular Nanostructures at Sur-

faces

zou can reproduce all experiments
for a publica�on in a week.

Eice. /t is 15ϲ papers in my Ph.D.

/t takes two years to realize what 
to reproduce.

�ÊÄò��Ý��®ÊÄThe results presented and visions we are

working on cannot be carried out by a sin-

gle person. Without the group working on

the realization of our research vision, there

would be much less to present. The re-

search group named Molecular Nanostruc-

tures at Surfaces was established as a junior research group in January 2018 based on the

successful application in an open call. The group was promoted to a “standard” RG in 2020

based on the ISAB evaluation assessing the group’s performance. The brief history of the

group is sketched in the timeline below.

The research focus of the group lies in surface-confined supramolecular systems. Our vision

is to harness the properties of these systems to provide functionality in electronic and spintronic

devices and quantum computing. In this respect, we work on reducing the contact resistance

in organic semiconductor devices, as described in Section 12. In a second direction (Section 13)

we aim for the realization of externally tunable arrays of magnetic atoms that can be employed

in the advanced spintronic/magnonic devices or as a quantum registry. Similar systems on

topological insulators may provide material showing the quantum anomalous Hall effect. As

the realization of these material systems is not a trivial task, we also aim to understand the

principles of self-assembly and the thermodynamics and kinetics of the growth of molecular

systems that are close to thermodynamic equilibrium as a necessary first step. The presented

research directions can lead to discoveries that globally reduce energy consumption or provide

new concepts of advanced devices such as a digital quantum computer.
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group estabilished

group promo�on 

Veronika started her Ph.D.

Margareta joined the group

Azin joined the group

Ma�hias joined the group

Zdeněk J. joined the group

Jakub joined the group

Margareta le� to Vienna

Lukáš defended his thesis

Zdeněk E. started his Ph.D.

Tomáš started his Ph.D.

Nishant started his Ph.D.

Pavel and Lukáš started 

Anton started his Ph.D.

Pavel joined the group

UHV lab estabilished

GAČR project awarded

two GAČR projects awared

Zdeněk got Marie Curie

Nishant got KING project

Twinning project started

1/2018 

9/2016

9/2018

1/2019

11/2020

2/2021

1/2022

7/2016

4/2018

7/2018

4/2019

7/2019

8/2019

3/2020

5/2020

12/2020

1/2019

4/2021

7/2021

11/2021

�lings paper5/2020
self-assembly kine�cs paper

1/2018 first paper (BDA/Cu)

8/2018 remote doping paper

5/2022 M-TCNQ paper

M����

M����

M����

M����

to work in the UHV lab
1/2017
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M. Schröder, N. R. Champness, J. P. Garrahan, and P. H. Beton. Broken symmetry and

the variation of critical properties in the phase behaviour of supramolecular rhombus

tilings. Nature Chemistry, 4:112–117, 2012.

[36] S. Whitelam, I. Tamblyn, P. H. Beton, and J. P. Garrahan. Random and Ordered Phases

of Off-Lattice Rhombus Tiles. Physical Review Letters, 108:035702, 2012.

[37] U. Schlickum, R. Decker, F. Klappenberger, G. Zoppellaro, S. Klyatskaya, W. Auwärter,

S. Neppl, K. Kern, H. Brune, M. Ruben, and J. V. Barth. Chiral kagomé lattice from
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Abstract

This thesis introduces the field of molecular self-assembly on solid surfaces in the broader

perspective of the field of nanotechnology and presents my contribution to the field. In the

introductory part, we outline the main conceptual aims of nanotechnology, molecular self-

assembly, and fundamentals of employed experimental techniques. The second part describes

our main results: the temperature-induced chemical transformation of our model molecule,

biphenyl-4,4’-dicarboxylic acid, on silver substrates, emphasizing the transformation kinetics,

geometrical representations of observed molecular phases, and electronic properties of the

interface. Finally, we present our long-term visions: creating efficient electrode-organic semi-

conductor interfaces, externally tunable arrays of magnetic moments, and material systems

displaying the quantum anomalous Hall effect.

Abstrakt

Tato práce představuje obor molekulárńıho samouspořádáváńı na površ́ıch pevných látek

v širš́ım kontextu oblasti nanotechnologíı a prezentuje vlastńı př́ınos k tomuto oboru. V

úvodńı části nastiňujeme principiálńı ćıle nanotechnologie, molekulárńıho samouspořádáváńı a

základy použitých experimentálńıch technik. V druhé části popisujeme naše stěžejńı výsledky:

teplotně indukovanou chemickou transformaci kyseliny biphenyl-4,4’-dicarboxylové na površ́ıch

stř́ıbra, přičemž klademe d̊uraz na kinetiku transformace, geometrickou reprezentaci mole-

kulárńıch fáźı a elektronické vlastnosti rozhrańı. Nakonec představujeme naše dlouhodobé vize:

vytvořeńı efektivńıch rozhrańı mezi elektrodou a organickým polovodičem, externě řiditelných

poĺı magnetických moment̊u a realizaci systému vykazuj́ıćıho kvantový anomálńı Hall̊uv jev.
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