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Abstract. Network design that meets customer’s security requirements needs
careful considerations when configuring routing and filtering rules. This paper
deals with an approach to security analysis based on reachability calculations
in dynamically routed networks. The contribution consists of proposing routing
abstract model that enables to extend existing reachability analysis approaches to
obtain a finer approximation. This approximation captures the effect of routing
on packets forwarding. Thus in the combination with reachability calculations
based on packet filtering analysis it provides valuable information for a network
designer on possible security issues in designed network.

1 Introduction

Fundamental steps in network design consist of definition and implementation of rout-
ing and access control mechanisms. Network designers are seeking such configurations
that would best implement customers requirements, while considering the limits of un-
derlining technologies. The goal is to provide reliable network services as requested.
With growing complexity of network designs the task of configuration implementation,
maintainance and modification becomes a challenge for network administrators. It is
widely understand that network misconfigurations together with device failures stand
behind the most of network outages. Implementation of supportive tools that can iden-
tify potential configuration problems to the network design process can valuably aid
network designers and administrators.

Particularly difficult task is a configuration of firewall rules. Based on analysis of
real configuration files, Wool reports on possible threats of incorrectly configured fire-
walls [25] and provides suggestions for improving the quality of firewalling rules. One
of the observations made concerns about the complexity and size of firewall rulesets.
He points out difficulty of creating errorless complex firewall configurations. Although
Wool considers only a small set of relatively obvious errors, the survey demonstrates
that a ruleset having 1000 items includes more than 8 errors in the average.

The paper focuses on the area of automatic analysis of a network that consists of L3
devices (hosts, routers, firewalls etc.) connected by links and, optionally, with firewall
rules applied on them. Based on the network configuration and considering dynamic
behavior of the network, we can ask questions like “Is this network protected against
P2P connections?”, “What packets can be delivered to the given host?”, “Is this WWW
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service accessible under every state of the network?”, or “What can cause the unreach-
ability of the important bussiness service?”.

Of course, those questions can be partially answered by scanning and testing tools
(ping, nmap), or vulnerability assessment tools (Nessus). However, testing can analyze
the network only in immediate state, which means in practice, for a fixed configura-
tion. When the topology is changed, the response of the network can be different. In
our work we explore how security and safety properties can be verified under every net-
work configuration by employing principles known from program and computer system
verification. The model checking [9] is a technique that explores all reachable states
and verifies if the properties are satisfied over each possible path to those states. Model
checking requires specification of a model and properties to be verified. In our case, the
model of network consists of hosts, links, routing information and access control lists.
Specifications of properties have form of security policy descriptions expressible in a
formal language.

1.1 Our Contribution

Our approach is close to the work by Xie et al. [27], J. Burns [3], and Bera, Ghosh
and Dasgupta [6]. Unlike these works we build a model that includes both static and
dynamic behavior, i.e. firewall rules and routing information, see [24]. In this model,
the verification of reachability properties can be made. In comparison to Ritchey’s work
(Ritchey and Ammann, 2000) we do not focus on hosts vulnerability and their resistance
to attacks, but on stability of services in dynamic networks.

Main contribution of this paper consists in a method that integrates the effect of
routing to reachability analysis based on evaluation of distributed access control lists.
Contrary to work by Xie et al. [27], where routing is modeled by extending filtering
with route related rules, we developed a split model in which the routing information is
analyzed from the network wide perspective. The information from routing analysis is
employed in reachability analysis implemented by existing methods. This paper is an
extension of our previous work published in [22].

1.2 Structure of the Paper

In section 2, we review the state of the art in the area of automatized configuration
analaysis of routing and filtering. In section 3, we provide backgrounds and fundamen-
tal definitions for the rest of the paper. In section 4, we present overview of our novel
approach to routing modeling and analysis. In section 5, we discuss the issue of packet
filter represetnation. In section 6, we review the method for analysis of security poli-
cies in network models and examine couple of subtle issues in more detail. The paper
concludes in section 7, in which we give a summary and present the possible future
work.

2 State of the Art

Research in the area of network security and vulnerability detection has been con-
ducted since the beginning of the Internet. Many papers concentrate on detection of
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vulnerabilities of hosts and their protection against the network attack, see e.g. [23],
[30], or [20].

In [28], an automatic deduction of network security executed in Prolog is introduced.
The authors define reasoning rules that express semantics of different kinds of exploits.
The rules are automatically extracted from the OVAL scanner and the CVE database
[17].

Another approach is an automatic generation of network protection in the form of
firewall rules as shown in [4]. The security policy is modeled using Model Definition
Language as the first step. Then, the model of a network topology is translated into
firewall-specific configurations. These configuration files are loaded into real devices
(firewalls).

Ritchey and Ammann in [19] explain how model checking can be used to analyze
network vulnerabilities. They build a network security model of hosts, connections,
attackers and exploits to be misused by the attacker. Security properties are described
by temporal logics and verified using the SMV model checker. However, their goal is
different from ours. They verify if hosts on the stable network are vulnerable to attacks.
In our case we concentrate on dynamically changing networks and reachability of their
nodes.

In 1997, Guttman defined a formal method to compute a set of filters for individ-
ual devices given a global security policy [12]. To achieve a feasibility, the network
is abstracted such that only network areas and border routers occur in a model. This
decision reflects naturally the real situation as internal routers usually do not partici-
pate in data filtering. Similarly, data flow model is defined in terms of abstract packets,
which are described by abstract source and destination addresses and service type. An
algorithm computes a feasibility set of packets that can pass all filtering rules along the
path. The rectangle abstraction of packet representation makes the procedure practical
and efficient.

Yan et.al have developed a tool called FIREMAN [29], which allows to detect mis-
configurations in firewall settings. The FIREMAN performs symbolic model checking
of the firewall configurations for all possible IP packets and along all possible data
paths. The underlaying implementation depends on a Binary Decision Diagram (BDD)
library, which efficiently models firewall rules. This tool can reveal intra-firewall incon-
sistencies as well as misconfiguration that leads to errors at inter-firewall level. The tool
can analyze Access Control List (ACL) series on all paths for end-to-end connection
thus offering network-wide firewall security verification.

Jeffrey and Samak in [14] aims at analysis firewall configurations using bounded
model-checking approach. They focus at reachability and cyclicity properties. To check
reachability, it means to find for each rule r a packet p that causes r to fire. To detect
cyclicity of firewall configuration, it means to find a packet p which is not matched
by any rule of the firewall ruleset. They implemented analysis algorithm by translating
the problem to SAT instance and showed that this approach is efficient and comparable
to tools based on a BDD representation. Similar work was done by Pozo, Ceballos
and Gasca [18] who provided a consistency checking algorithm that can reveal four
consistency problems called shadowing, generalization, correlation and independency.



42 M. Sveda et al.

Liu et.al developed a method for formal verification and testing of (distributed) fire-
wall rules (see [16] and [10]) against user provided properties. They represent firewall
rules in a structure called firewall decision diagram (FDD), which forms an input to a
verification algorithm. Another input is a property rule, which describes a property that
they want to check, e.g. description of a set of packets that should pass the firewall. By
a single traversing an FDD from the root to a leave it is possible to check the given
property.

Xie et.al reports in [26] on their extensive work on static analysis of IP networks.
They define a framework able to determine lower and upper approximations on network
rechability considering filtering rules, dynamic routing and packet transformations. The
method computes a set of packets that can be carried by each link. By combination of
these sets along the possible paths between two end points, it is possible to determine
the end-to-end reachability. The upper approximation determines the set of packets that
could potentially be delivered by the network, while the lower approximation deter-
mines the set of packets that could be delivered under all possible forwarding states. In
their paper, the authors also present a refinement of both upper and lower approxima-
tions by considering the effect of dynamic routing.

Bera, Dasgupta and Ghosh (see [7], and [6]) define a verification framework for fil-
tering rules that allows one to check the correctness of distributed ACL implementations
against the given global security policy and also to check reliability (or fault tolerance)
of services in a network. To check the correctness, the filtering rules are translated to
assertions in the form of first order logical formulas. They are together with logical
description of global security policy sent to SAT solver that mechanically checks the
satisfiability. In the case of an inconsistency, the SAT solver produces a counter ex-
ample that helps an administrator with debugging ACL rules. To check the reliability,
the framework accepts a description of a global security policy, a collection of ACL
rules and a network description and computes whether the rules are consistent with the
given policy. Policy is understood as a description of service availability with respect
to defined network zones. The method used computes first a network access model,
which is a directed graph with ACLs assigned to its edges. Next, the service flow graphs
(SFG) are generated for all services in the interest, e.g. SFG for ssh traffic. An SFG is
a subgraph of the network accesss graph. The fault analysis is performed by computing
minimum cuts in all SFGs. These values then represent how many link failures can be
tolerated.

3 Backgrounds

In this section, we establish some basic facts and definitions that we use in the devel-
opment presented in the paper. We first define terminology required to understand the
problem formulation and the method proposed. We then describe a graph model for
computing reachability. At the end of the section, we define the concept of forwarding
states, which captures the dynamics of the network and creates a framework for what-if
analysis.
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Fig. 1. A Simple Network Example

3.1 Terminology

We assume that networks under analysis consist of intermediate devices (routers) that
forward packets through the network according their internal knowledge. We assume
that routers can be configured with a mix of static and dynamic routing information.
In the present paper, we use the following terms which refer to various routing related
concepts:

– Local Routing Information Base (RIB) is stored in routing process address space
running on a router. Each process has its own RIB, e.g. RIP maintains RIP database.
Similarly, local Forwarding Information Base (FIB) is a single datatable, which is
used by a router to decide where to forward incoming packets.

– Network RIB/FIB is a network wide view of routing information. This represents a
shared routing knowledge of forwarding devices. Similarly, network FIB represents
a global view on routing information that governs forwarding packets in the entire
network.

– Forwarding device is a network device that actively decides where to forward pack-
ets based on its local routing information stored in FIB.

– Redistribution stands for copying route information to a target protocol instance,
which is done in the scope of a single router.

– Reachability Set is a set of packets that can be delivered to the given network
location.

– Routing instance is a collection of routing processes of the same type on different
devices. They share the routing information in order to create the consistent view
on (a part of) network.
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3.2 Abstract Network Model

The abstract model of the network dealing with routing processes and packet filtering
stems from a combination of techniques introduced in [27] and [8]. The network is re-
garded as a directed hypergraph where vertices are routing devices and edges are com-
munication channels that form abstractions of communication links. In real networks
there are other network device then routers. However, every end-point device, such as
PC or Web server, can be represented using a router with only one interface, and one
outgoing filtering rule representing routing all traffic to a default gateway. Formally, an
abstract network model, see example in Figure 1, is a tuple N = 〈RN , LN , FN 〉, where

– RN is a finite set of network devices,
– LN is a finite set of links between routers, and
– FN : LN × LN → F is a function assigning to each pair of links a filter from the

set of filters F .

Filters can have various represetation. For instance, similarly to [26], we can define fil-
ters to be reachability sets. A reachability set is a set of all packets that are permited by
the filter. There are defined standard operations on such set; thus, it is possible to com-
pute a reachability set over a collection of filters by applying the intersection operation.
Benson, Akella and Maltz in [5] showed the symbolic computation of reachability sets
based on normalized ACL representation. Other approach, which is used in this paper
represents filters as logical formulas, e.g.

(dst adr ∈ 10.10.23.0/24∨dst adr ∈ 10.10.12.0/24)∧proto = udp∧dst port = 53

that allows only IP packets destined for 10.10.23.0/24 and 10.10.12.0/24 subnetworks
carrying UDP datagrams with destination port 53. Such representation stands for the
characteristic formula of the corresponding reachability set. In section 5, we deal with
this representation in more detail.

3.3 Forwarding State

A forwarding state describes a condition of a network determined by a content of net-
work forwarding information base (NFIB). In general, the content of NFIB for the given
network depends on the health of devices, state of links, and external routing informa-
tion pumped into the network.

Consider again the toy network in Figure 1. All routers is running RIP and exchange
all information on connected subnetworks. We show how the NFIB depends on the state
of links. RIP uses hop count metrics and thus the shortest path from S1 to S6 found is
〈S1, R1, L6, R5, L3, R3, S6〉. This path is placed in NFIB. If links L6 and L3 were un-
available then NFIB would contain longer path 〈S1, R1, L1, R2, L2, R5, L5, R4, L4, R3,
S6〉. Similarly for other paths we can define NFIB for two forwarding states q and r as
follows:

q S1 . . . S6 . . .

S1 · . . . R1, L6, R5, L3, R3 . . .
...

...
...

...
...

r S1 . . . S6 . . .

S1 · . . . R1, L1, R2, L2, R5, L5, R4, L4, R3 . . .
...

...
...

...
...
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It is possible that different combinations of link states or device failures can lead
to the same forwarding state. It is because links have different topological importance
for packet forwarding. The assesment of links and routers from the viewpoint of their
importance on traffic delivery was done, e.g. in [21]. In this paper, we do not deal
with packet transformations, which is performed by the network gateways such as NAT
gateway or MPLS routers. This would complicated the representation of NFIB and we
left it for future work.

4 Routing Approximation

Geoffrey G.Xie et al. in [27] showed that routing information can be added to the
static model of the network using additional filtering rules. These filtering rules can be
changed as the state of links is changed, so the filtering rules depend on the actual state
of the network. In this paper, we present an alternate approach to approximate routing.
Instead of simulating routing protocols to find the content of routers’ FIBs, we compute
the network RIBs and network FIBs directly by using standard graph algorithms.

4.1 Routing Protocols

Routing protocols employ distributive algorithms to compute the common view on a
network in each engaged router. In the simplest case, when no customization of routing
is applied the routers compute the shortest path to every known destination with respect
to the defined metrics. If the network changes its state, which is triggered by, for in-
stance, link or device failure, the routers engage in the process of disseminating updates
and computing new local routing tables.

Configuration of dynamic routing protocols can include number of options that affect
the distribution of routing data. For instance, configuring passive interfaces prevents a
router to send RIP updates through this interface thus the connected routers are not
informed about the routing related events. Similarly, using ACL to filter outgoing rout-
ing updates can be used to customize the routing information that spreads from the
router. Different instances of routing protocols implicitly do not share routing informa-
tion. Nevertheless, route redistribution can be configured to insert a selected routing
information from a source RIB to a destination RIB whithin a router.

A router selects and installs the best route from a collection of local RIBs based on
the defined priorities. This route is then used for packet forwarding, which means to
determine links used for forwarding packets to their destinations.

4.2 Calculation of Routing Approximation

Our aim is to determine a reachability matrix that would contain all best paths between
pairs of destinations in a given forwarding state induced by the current state of links and
routers. We use a cost-path pair for representing a forwarding path in the reachability
matrix. This reachability matrix corresponds to a network-wide view of the Forward
information base (FIB). The calculation is performed in several steps as follows:
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1. computation of network RIBs for static routing information,
2. computation of network RIBs for every routing instance, and
3. (repeated) application of the effect of redistribution and selection of the best paths

to the network FIB.

Now, we give some details for these computational steps. Generally, in every step we
begins with defining an adjacency matrix, which can be obtained directly from the
analysis of configuration files. Then, the standard graph algorithm, efor instance, Floyd-
Warshall’s algorithm [11] with |V |3 time complexity, is applied to get all shortest paths.

Depending on the step, we get either resulting reachability matrix or we need to
(iterativelly) perform an additional update operation and a recalculation of RIBs.

Calculation of Static RIBs. A static route configuration is analyzed and the adjacency
matrix AdjS for every destination S is constructed. If router R has defined a static route
for destination S such that packets should be forwarded by link L, which connects
router Q, then AdjS [R, Q] = 1. A RIB matrix is computed for every unique adjacency
matrix. A static reachability matrix for destination(s) S, RIBStatic

S , is initialized with
adjacency matrix and then the transitive closure is computed. During the compution
the usual path concatenation operation is used. A column RIBStatic

S [∗, S] then defines
all possible forwarding paths to the destination S from any node in the network. This
matrix defines a reachability graph, which can be discontinued depending on the com-
pleteness of information implemented by static routing configuration.

Calculation of Dynamic RIBs. Network RIBs that correspond to dynamic routing
protocols is computed using the same techniques but in a different way. Adjacency
matrix,AdjPS , of routing instance P for each destination S, is determined by analysis
adjacency among routing processes within a routing instance. If there are no routing
update filters then it is sufficient to consider a single adjacency matrix AdjP . We will
consider the case, in which routing update filters are deployed in the network.

Route update filtering works by regulating the route advertisments sent to neigh-
boring routers and filtering routes advertised by other routers before they are added or
updated in the local routing protocol database. Route update filters have only effect on
distance vector protocols [1]. In our model, a routing update filter eliminates some ad-
jacencies in an adjacency matrix. Considering the example network. If there is a routing
update filter from R1 to R2 that denies to propagate information about destination S2

then AdjPS2
will have no adjacency from R2 to R1. In other words, the adjacency is

removed in the opposite order to the effect of routing update filter.
In real world scenario not all networks are filtered or a single filter affects multiple

networks. Therefore, we can lower the overall computational complexity by collecting
all networks that are treated in the same way, which can be again implemented by
grouping networks that have the same adjacency matrix.

Redistribution and Route Selection. The redistribution mechanism is vendor depen-
dend, but most platforms obey two additional rules when doing redistribution: i) The
route can only be redistributed if it is installed in routers FIB. ii) Even if a route is
redistributed in the routing process with lower AD this new route is not installed into
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routers FIB. These two rules cause that redistribution is not transitive as pointed out
by Le, Xie and Zhang in [15], which requires some additional steps in the reachability
computation.

Redistribution configure d on router Rv, which redistributes routing information
from RIBs to RIBt causes to insert paths at row v of matrix RIBs to corresponding
items in matrix RIBt if these paths have lower costs and can be found in the network
FIB. The impact of redistribution rules is best observable in the process of route selec-
tion. The route selection finds the most appropriate information from local RIBs and
puts it in the routers FIB. Redistribution then must check whether the information that
can be redistributed was selected for FIB to conform with rule i). To satisfy rule ii) the
route selection must not choose redistributed network into the FIB.

Among all information in all local RIBs, the router needs to select a single (or a
collection of alternate paths for load balancing) route to its FIB. This process is vendor
dependent but most often the routing information is prioritized by using administrative
distance (AD) measure.

A computation of the network FIB means to implement an abstract route selection
process. Informally, the computation proceeds as follows:

1. Take the lowest priority network RIB and copy all information to the network FIB.
This will initialize the network FIB.

2. Take a RIB with immediately higher priority and replace paths in the FIB with
existing paths in this RIB. This corresponds to the selection of route information
with less administrative distance. If there is not path in this RIB then the path from
a lower priority RIB remains in the FIB.

3. For each path in the RIB we must also check if this path can replace a suffix in an ex-
isting path in the FIB. This means, that if the FIB contains a path 〈r1, r4, r2, r5, r3〉
and the RIB contains a path 〈r4, r7, r8, r9, r3〉 we should replace the FIBs path
with 〈r1, r2, r4, r7, r8, r9, r3〉. This replacement corresponds to installation of a
route with lower AD in athe router on the existing path.

4. Repeat from step 2 until we process all RIBs.

Information stored in the network FIB (network reachability matrix) can be used to
determine paths to all destinations. Forwarding state is uniquely determined by content
of the network FIB.

5 Representation of Packet Filters

In this section, we review an existing methods to packet filter representation and develop
a simple but efficient method for capturing the semantics of packet filters that is suitable
for our network design validation method.

5.1 List-Based Packet Filters

A list-based packet filter (firewalls) consists of rules imposing network security policies
ordered by the priority, which depends on the rule’s position within the list. Although
there may be other kinds of packet filters, we assume the most common case, in which
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evaluation of packet filters is based on the first match principle. This means that an
action of the highest priority rule that matches the analyzed packet is executed.

Each rule is a multidimensional structure. Dimensions are sets of network fields,
e.g., source and destination adresses, port numbers, protocol type, or an action field,
e.g., accept, deny, redirection. A typical rule can be formally defined as a tuple 〈src, dst,
srv, act〉, where src and dst are set of addresses, srv is a set of services, and act is an
action.

Packet filters can suffer from conflicts and dependencies, which complicate its anal-
ysis. The goal of packet filter preprocessing is to remove conflicts, redundancies and
dependencies such that we avoid the need to evaluate the rules in the imposed order. If
the resulting rule set is completely disjoint then it is possible to use a straightforward
transformation into logical representation as will be shown at the end of this section.
First, we discuss a method to obtain the disjoint rule set from an ordinary rule set.

We discuss the method proposed in [18]. The method consists of two steps. The first
step isolates the possibly conflicting rules and figures out their dependencies. Two rules
are potentially conflicting, if both rules have different actions and one rule is either
subsumed by another or there is an nonempty intersection in one or more dimensions.
The result of the first step is a conflicting graph.

The second step analyses the conflicting graph to identify a minimal set of rules
that generate inconsistencies with another rules. The result is a collection of two level
trees. Each root and leaf pair of trees defines a conflict that needs to be properly char-
acterized to propose a modification that would remove the conflict making these rules
independent.

The commonn approach to make the rule independent (disjoint) is to split conflicting
rules into more rules and remove conflicting parts. This phase may be followed by
merging process in order to optimize the rule set representation as the previous splitting
may unecessary increase the rule set size. Note that the similar approach is taken also
for redundancy elimination as shown in [2].

5.2 Logical Representations of Rule Sets

Semantics of rule set consisting only of independent rules is invariant to rule ordering.
We will use this property to define for each rule set its logical representation. This
representation has form of formula of propositional logic in disjunctive normal form.

Recall that filtering rule is a tuple with network fields. In the simplest case it consists
of selectors, namely, source address set, destination address set, service set, and the
action. A logical formula that is a translation of a simple rule r = 〈s, d, v, a〉 consists
of a conjunction of all selectors. A selector is represented by a predicate that extracts
required network fields from some packet p. thus, for rule r the formula is written as
follows:

src adr (p) ∈ s ∧ dst adr(p) ∈ d ∧ service(p) ∈ v.

A list of possible selector functions in shown in Table 1
We adapt a network-mask convention for representation of a set of continuous ad-

dresses. For instance, it allows us to consider 147.229.12.0/24 as a set of addresses rang-
ing from 147.229.12.0 to 147.229.12.255. We can use the standard set operations, e.g.,
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Table 1. Network Field Selectors

Function Description
dst adr(p) Destination adress of a packet p.
src adr(p) Source address of a packet p.
dst port(p) Destination port of udp or tcp datagram carried in packet p.
src port(p) Source port of udp or tcp datagram carried in packet p.
service(p) Service of a packet p.

src adr (p) ∈ 147.229.12.0/24 or dst adr (p) ∈ 147.12.28.0/24 ∪ 147.12.30.0/24.
The latter can be expanded to dst adr (p) ∈ 147.12.28.0/24 ∨dst adr (p) ∈
147.12.30.0/24, which allows us to use network-mask format for canonical address set
representation.

Often, rule sets implicitly assume the existence of a default rule, which has the lowes
priority and matches all packets not hitting by the other rules. While the previously
described methods cope with default rules transparently, it may cause to split the default
rule in a large number of rules appearing in a disjoint rule set. To overcome this issue
we ignore the default rule in the process of conflicting rule elimination and consider it
again when we compute a logical representation.

A logical representation can be either positive, representing all accepted packets or
negative representing all denied packets. The most commonly, we want to compute a
positive representation of rule sets with default deny all rule. In this case we only select
all rules with allow action and calculate the logical representation for these rules. It
completely eliminates the need to take care of the default rule.

6 Analysis of Security Policies

Packet filters implement basic level of security policies in the network. By restricting
the accessibility of certain services, computers or subnetworks, we deploy rough but
efficient security measures.

Our network model deals only with IP addresses and services or ports. Therefore, the
analysis does not reflect hardware or OS attacks. We also don’t examine the contents of
TCP/UDP packets although it is possible to extend the description to support this. Our
primary goal is verify safety or resistance of the network with respect to the effect of
dynamic routing. Therefore, our classification includes only basic categories of network
security properties. Since it can utilize typical fields from IP, TCP, or UDP headers,
namely source/destination IP address and service/port [24], it allows to specify wide
range of different communications to be analyzed in the network.

6.1 Reachability Sets

As proposed in [26] the output of reachability analysis and thus the input for consecutive
security properties analysis consists of a collection of reachability sets for forwarding
paths in an analyzed network. There are various methods to calculate reachability sets.
In the following we discuss several issues related to this calculation. We first overview
the problem of efficient address representation and rule sets representation. Then, we
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give an idea of security properties verification and its position with respect to routing
analysis and reachability analysis.

Address Scheme. An approach invented by Guttman in [12] deals with abstract ad-
dress scheme. An abstract address is the symbolic name of a host or a subnetwork,
which avoids the need to explicitly deal with a huge ip address space, which consists
of 232 all unique addresses. An abstract packet consists of an abstract source address,
an abstract destination address, a service identification, and a flow orientation, which is
either client to server, or server to client. This approach leads to very reasonable com-
plexity in representation depending on the size of a network and mainly on the number
of interesting destinations and services. For instance, considering a network with N
different distinguished addresses, S different distinguished services, then we get an ab-
stract packet space of size N2 · 2S.

A different approach is to explicitly represent the IP address space by bit variables
each for a single bit in the address as used, for instance, by Bera, Ghosh and Dasgupta
in [6]. This means that a packet is defined by bit variables s1, . . . , s32 representing a
source address, bit variables d1, . . . d32 representing a destination address, and a vector
of bit variables, v1, . . . , vn of the appropriate length n, representing a service. A flow
direction may be modeled separately by a single bit variable or encoded in the service
vector. In this way, we have an explicit representation not only for each packet but also
for each network set represented in network-mask format.

Rule Sets Representation. Independently on whether we use abstract address repre-
sentation or explicit representation, we construct logical formula for each rule set as
discussed at the end of section 5. Each such formula can be encoded as a SAT instance
using the boolean reduction approach, which is defined in detail for explicit address
scheme in [7]. If we use the abstract address scheme we model each abstract address by
a single boolean variable.

These two approaches thus differ by the number of boolean variables of generated
SAT instances. While explicit representation requires the fixed number of variables,
the number of variables used by abstract approach depends on the number of abstract
addresses. On the other hand, the former may generate a large number of clauses while
the latter tends to keep number of clauses smaller. It remains for future work to analyze
and compare both approaches from the practical perspective on real scale data.

Verification of Security Policies. Capabilities of used network abstract model allows
us to verify security properties that can be expressed in terms of service reachability.
Contrary to most of the related work and in the similar way as Xie et al. in [27], we
consider a tighter approximation of reachability sets obtained from estimation of routing
in a given forwarding state.

In general, our verification method stands for checking whether a service is guaran-
teed under some assumption on connectivity. This assumption is converted to forward-
ing state by the method described in section 4. Each forwarding state consists of a set of
active forwarding paths encoded in a path reachability matrix (denoted as network FIB).
For any forwarding state it is possible to perform reachability analysis to determine the
conditions leading to security violations.



Static Analysis of Routing and Firewall Policy Configurations 51

In general, the considered analysis method can determine for every path the reacha-
bility for the given packet definition. Based on this, it is, for instance, possible:

– to perform security policy verification as proposed by Gutmann [12].
– to verify the access control based security implementations in a similar way as done

by Bera, Ghosh and Dasgupta in [6], and
– to compute reachability estimations as shown by Xie at al. in [26].

In general, computing upper and lower bound, which means to consider all paths or
finding at least a single path satisfying reachability condition, enables to verify the
security policy implementation. However, considering routing effect allows us to find
a particular network state in which security policy violation is detected. This gives a
network designer refined information that aids him to find the configuration problem.
Integration of routing model to the analysis process represents the main contribution of
the presented work.

7 Summary

In this paper, we demonstrate the problem of automatic security analysis of IP based
computer networks. The presented verification method aims at validating network de-
sign against the absence of security and configuration flaws. The network model allows
describing effects of static and dynamic routing and access control lists configured on
the network devices. The verification technique is based on the encoding problem into
SAT instance solved by automatized solvers. Discussed procedure aims at refining of
the approximation models proposed in [27],[6], [13], [3], and [16] to include routing
effects, which would allow network designers to get an insight to issue of interweav-
ing routing and filtering, and the impact on network security properties. Although not
validated on real scale cases, we believe the application of the presented approach is
feasible for a large class of network models and properties. Further work is aimed at
refining the method to experimental implementation and performing experiments to
evaluate its performance and scalability.
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