
Partial Dynamic Reconfiguration in an FPGA-based Fault-Tolerant
System: Simulation-based Evaluation

Richard Panek, Jakub Lojda, Jakub Podivinsky, Zdenek Kotasek
Faculty of Information Technology, Brno University of Technology,

Centre of Excellence IT4Innovations
Bozetechova 2, 612 66 Brno, Czech Republic

{ipanek, ilojda, ipodivinsky, kotasek}@fit.vutbr.cz

Abstract

Field Programmable Gate Arrays (FPGAs) are pop-
ular not only for their wide range of usage in embedded
systems, however, they are susceptible to radiation ef-
fects. Charged particles cause the so-called Single Event
Upsets (SEUs) in their configuration memory. SEUs
can induce failure of the whole system. This problem
is fundamental for space applications where sun radia-
tion is more considerable than in the Earth. Two main
approaches to SEU mitigation technique exist: fault
masking and repair. The most popular masking method
is Triple Modular Redundancy (TMR). For the faults
repair, FPGA’s capability of reconfiguration is used. It
is possible to combine these approaches to obtain im-
proved fault tolerant system. It is important to assess
reliability rate of this system and, therefore, its estima-
tion by a simulation is the main part of this paper. We
propose evaluation environment which assesses the re-
liability of a TMR system with malfunction module re-
configuration depending on faults occurrence frequency
and reconfiguration time necessary for fault repair.

1. Introduction

Field Programmable Gate Arrays (FPGAs) are very
eligible for embedded systems implementation. The
reasons are the possibility of production in small series
compared to Application-Specific Integrated Circuits
(ASICs) and the execution speed of implemented appli-
cation, which is faster than processor-based implemen-
tation [6]. Moreover, FPGAs provide more advantages
as a flexibility – the possibility to re-program their func-
tion, easy application prototyping, etc. The possibility
to reprogram their configuration during application ex-
ecution is a main characteristic, which is useful either

for an application adaptation or for faults mitigation.
The particular FPGA configuration is given by the bit-
stream, which is placed in the configuration memory.
The bitstream utilizes FPGA’s particular components
(e.g. look-up tables, flip-flops, BRAMs, etc.), which are
organized to configurable logic blocks and connected
by a programmable interconnect network. The FP-
GAs are used in a wide range of industries, such as
automotive or aerospace. The most commonly used
FPGAs are based on an SRAM configuration memory
(i.e. SRAM-based FPGAs). The utilization of SRAM
memories enables faults to be induced by charged par-
ticles. These radiation effects produce bits flipping in
the configuration memory that implies to a damage of
the implemented circuit. This fault is known as a Sin-
gle Event Upset (SEU) and it is necessary to evaluate
its impact on space applications [9].

Lots of fault tolerance methodologies exist, the aim
of which is the protection of implemented circuit in
FPGA against impact of SEU. Considerable portion of
these methodologies are based on spatial redundancy
[9]. Triple Modular Redundancy (TMR) is one of the
main approaches which is used as a base for the devel-
opment of improved methods of fault tolerance. How-
ever, the utilized configuration memory cells that are
responsible for correct circuit function are hit by only
1-20% of SEUs [6]. Therefore, it is realizable to reduce
the amount of computation requisite for the verification
of these methods. The TMR-based methods are pre-
sented in the following papers. For example, authors
of [1] combine spatial with temporal redundancy, nev-
ertheless as a base approach, they use the TMR. They
reduced the area overhead by reducing the require-
ments on faults masking delay. Paper [14] classifies
the used LUTs into SEU-sensitive and SEU-insensitive
category. Thus TMR is applied only at SEU-sensitive
LUTs class. This approach reduces the chip-area re-
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quirement in comparison with the classical TMR, and,
also, circuit reliability is increased.

The TMR approach is only capable of masking
faults. However, these faults remain in the configura-
tion memory. When faults hit at least two of the units
of the circuit, then TMR is unable to mask them and
a system failure occurs. In this case, faults reparation
abilities are important. Therefore, FPGA capability
of reconfiguration is essential for correcting SEUs [4].
Moreover, it is necessary to have the whole reconfig-
urable fault-tolerant control system (FTCS) to utilize
the FPGA reconfiguration [13]. FTCS is assembled
from three main sub-systems: (1) reconfigurable con-
troller which contains implemented circuit, FPGA is
used in our case, (2) Faults Detection and Diagnostic
(FDD) and (3) reconfiguration controller (RC) which
is responsible for faults reparation on the base informa-
tion about fault from FDD. It is possible to use TMR
approach as FDD and Partial Dynamic Reconfigura-
tion (PDR) append. This method is described in paper
[3]. TMR majority voter is obtained by supplementary
functionality which contrives to identify stuck TMR
module. Then it is practical to repair this malfunc-
tioning module by FPGA reconfiguration. Paper [5]
describes FTCS based on processor implementation of
RC and temporal redundancy to reach low power con-
sumption. Paper [2] presents FTCS which is spread to
multiple FPGAs. RC is located to either external pro-
cessor or soft core processor in the FPGA. Another pos-
sibility for RC is the hardware implementation which is
presented in paper [10]. In this case, RC can be located
either in the same FPGA as the implemented circuit
or in a different FPGA.

In this paper, we focus on a potential reliability
of a reconfigurable FTCS depending on faults occur-
rence intensity. Authors of [2] presuppose only one
fault occurrence in system concurrently and next fault
appear after previous fault was repaired by reconfigu-
ration. We investigate when this requirement will be
fulfilled for TMR reconfigurable FTCS. Faults occur-
rence intensity depends on the environment dangerous-
ness. The time which is necessary to repair circuit by
reconfiguration depends on circuit taken area and re-
quire time for fault detection. For example, Soft Error
Mitigation Controller [12], IP core which is developed
by Xilinx, needs approximately 20 ms for detection and
reparation of an SEU. Presently, we use simulation for
rapid estimation of general FTCS reliability. In future
work we want to affirm this estimation due to exper-
iments with TMR FTCS implementation on FPGA.
Thereafter, we will have a tool for rapid FTCS relia-
bility estimation.

This paper is organized as follows. Section 2 in-

troduces simulation tool that is able to evaluate the
benefits of the reconfiguration. Experiments and re-
sults with the proposed tool are summarized in Sec-
tion 3. Section 4 contains the conclusion of the paper
and presents our plans for future research.

2. Evaluation Environment and Moni-
tored Parameters

The main content of this work is the introduction
of a tool for rapid evaluation of the use of reconfigu-
ration in dependence on the environment properties in
which the fault tolerant system is operated. We are
particularly interested in the impact of Mean Time To
Failure (MTTF) and the speed of reconfiguration on
the resulting reliability of the entire system. MTTF
is a parameter based on the environment in which the
system is used or for which the system is designed. On
the other hand, the speed of reconfiguration is based on
chosen technology (cheap and slow FPGA or expensive
and fast FPGA).

In order to make a quick evaluation, we created a
simulation tool built on the SimPy library [11], which
is a process-based discrete-event simulation framework
based on standard Python. Processes are defined by
Python generator functions and can model active com-
ponents. SimPy library also proposes various types of
shared resources to model limited capacity. Simula-
tions can be performed in three modes: 1) as fast as
possible, 2) in real time or 3) by stepping through the
events.

We chose Triple Modular Redundancy as the exper-
imental system, which we modeled for our experimen-
tal purposes. Figure 1 shows the overview of N-Module
Redundancy (NMR) system, which is a generalized ver-
sion of the TMR. Such system is composed of N-copies
of functional units whose inputs are equivalent and out-
puts are processed by a majority voter. The whole
system produces correct outputs if the absolute ma-
jority of functional units remains in failure-free state,
which means that failure of two or more modules has
a potential to cause a failure of the TMR system. For
our experimentation purposes, we omit the failure of
the voter component, as it usually causes failure of the
whole system, and, thus, covering the actual data we
want to collect in this simulation.

For the simulation purposes, the actual design of the
implemented system is not important because only sta-
tistical data are obtained and evaluated. In this simu-
lation, functional units store only their operational sta-
tus (failure or failure-free), which can be changed only
through Reconfiguration Controller and Fault Injector.
Simulated Reconfiguration Controller is able to change
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Figure 1. Overview of the model of NMR sys-
tem with Fault Injector.

the status of functional unit from failure to failure-free
with respect to time to reconfigure one unit. If there
are more than functional units waiting in queue for its
recovery by Reconfiguration controller, the reconfigu-
ration is executed in a sequential manner.

On the other hand, Fault Injector, as is shown in
Figure 1 is responsible for artificial fault injecting ac-
cording to specified MTTF. However, to simplify im-
plementation, fault injector is not a separate unit in
our simulation. In the implementation, each functional
unit moves from a failure-free state to the failure state
autonomously with respect to the Mean Time To Fail-
ure of one unit. So each unit is implementing the tim-
ing of the fault injection. The timing is done with
respect to the probability distribution, which is charac-
terized by two parameters [7]: 1) location and 2) scale.
The location is equivalent to the MTTF. For the scale,
we empirically proposed Equation 1, which reflects the
experiences we obtained through our previous exper-
imentation with fault injection. In other words, that
scale varies with the location to simulate higher disper-
sion of values for higher values.

scale =
location

10
+ 1 [−] (1)

The status of each functional unit is observed during
the simulation run and the time the whole system is in
failure state is measured. The output of one simulation
run is the percentage number of time that the entire
system was in failure state. The calculation is shown
in Equation 2 and an example run of the simulation is
shown in Figure 2.

failure state =
time in failure

total time
∗ 100 [%] (2)

FU1

FU2

FU3

TMR

failure_state = 2/10 * 100 = 20%

Figure 2. Example of failure state measure-
ment.

3. Experiments and Results

Experiments were done by using previously de-
scribed evaluation environment which is based on the
process-based discreet-event simulation. A simple
TMR system composed of three identical functional
units and reconfiguration controller were used as the
experimental circuit. Each of the functional units can
be reconfigured by using the reconfiguration controller.
The failure of the whole system occurs when more than
two units fail. As was mentioned above, it is possible
to define the time needed for the reconfiguration of one
functional unit and also the MTTF of one unit. Table
1 shows, that the values of time to execute the recon-
figuration was selected from the interval of 1−10. The
MTTF of one unit was selected as 10 − 100. These
values were selected on the basis of empirical monitor-
ing of our real experimental electro-mechanical system
(robot in maze) which were done as a part of our pre-
vious experiments [8]. These values are dimensionless
numbers, specific units can be deployed depending on
the particular system. We set the running time of one
simulation to 1000 time units and the number of runs
for one scenario was 10000. One scenario means one
combination of MTTF and time to reconfigure one unit
(one field in the table).

Experimental results are shown in Table 1 which
shows the percentage number of time for which the
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Table 1. Table of Failure State Percentage during the Operation of the System Obtained through the
Simulation.

Failure State
Representation [%]

Time To Reconfigure One Unit [-]

MTTF of
One Unit [-]

10.00 9.00 8.00 7.00 6.00 5.00 4.00 3.00 2.00 1.00

10.0 91.93 84.43 72.91 56.81 38.70 25.91 18.67 13.23 7.84 2.55
15.0 50.27 36.78 26.31 20.04 16.14 13.11 10.26 7.26 4.04 1.20
20.0 20.91 17.18 14.60 12.55 10.70 8.85 6.86 4.69 2.47 0.70
25.0 13.61 12.07 10.70 9.38 8.03 6.57 4.98 3.29 1.67 0.46
30.0 10.60 9.57 8.55 7.49 6.36 5.13 3.80 2.43 1.20 0.32
35.0 8.83 8.00 7.14 6.21 5.20 4.12 2.98 1.87 0.90 0.24
40.0 7.61 6.88 6.10 5.26 4.35 3.39 2.41 1.48 0.70 0.18
45.0 6.68 6.01 5.29 4.52 3.70 2.84 1.99 1.20 0.56 0.15
50.0 5.94 5.31 4.64 3.92 3.17 2.40 1.66 0.99 0.46 0.12
55.0 5.33 4.74 4.10 3.44 2.75 2.06 1.41 0.84 0.39 0.10
60.0 4.80 4.24 3.65 3.03 2.40 1.79 1.21 0.71 0.33 0.08
65.0 4.35 3.82 3.26 2.69 2.12 1.56 1.05 0.61 0.28 0.07
70.0 3.97 3.46 2.93 2.40 1.88 1.38 0.92 0.54 0.25 0.06
75.0 3.63 3.15 2.65 2.16 1.68 1.22 0.81 0.47 0.22 0.05
80.0 3.33 2.87 2.41 1.95 1.50 1.09 0.72 0.42 0.19 0.05
85.0 3.06 2.63 2.20 1.77 1.36 0.98 0.65 0.37 0.17 0.04
90.0 2.82 2.41 2.01 1.61 1.23 0.88 0.58 0.34 0.15 0.04
95.0 2.61 2.22 1.84 1.47 1.12 0.80 0.53 0.30 0.14 0.03

100.0 2.42 2.05 1.69 1.34 1.02 0.73 0.48 0.27 0.12 0.03

whole system fails for all combinations of MTTF and
time to reconfigure one unit. The highest probability
of failure is in case of the shortest mean time to failure
and longest time to reconfigure one unit. On the other
hand, the short time to reconfigure one unit and long
MTTF lead to low probability of system whole failure.
These results are predictable, but our simulation tool
allows a system designer to model his system and mon-
itor its behavior in various environments. System de-
signer can choose critical probability of system failure
and evaluate if his system meets the chosen boundary.
The system designer can use these results as a basis
for decision, whether the increased demands on recon-
figuration speed will lead to a sufficient reduction of
probability of system failure.

The achieved results are also presented in 3D chart
shown in Figure 3. The chart shows the same values
as Table 1, but from another point of view. One can
see, that the increase of probability of failure is not lin-
ear. In some cases it can be possible to accept a little
bit higher probability of failure which relieves demands
on reconfiguration speed. On the other hand, the sys-
tem can be optimized for environment with expected
MTTF and our simulation tool can show the probabil-

ity of the system failure in the case of an unexpected
fall of MTTF (e.g. if the system is designed for an op-
eration in a laboratory with a specified radiation and
some consideration will lead to an increased radiation,
which decreases MTTF of each unit). Thanks to the
nonlinear increase of the probability of the system fail-
ure, a great reduction in speed requirements will lead
to a small increase of probability that system will fail.

4. Conclusions and Future Research

The system useful for fault tolerant system design-
ers was presented in this paper. Our tool offers the
possibility to check expected benefit of the reconfigu-
ration even before the reconfiguration is applied to the
real FPGA-based system. A designer can find a com-
promise between the system reliability and costs of the
appropriate reconfiguration implementation. They are
able to evaluate if a great effort expended to acceler-
ate the reconfiguration (e.g. a superior fast FPGA,
another way of reconfiguration control, etc.) results in
the expected advantage. An optimized system for the
operation in specific environment with the expected re-
liability will be capable to guarantee enough reliability
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Figure 3. The Chart Showing Percentage of Time the System Sustained in Failure State for each
Combination of MTTF and Reconfiguration Time of Each Unit.

even for short-term worsening of environment quality
will be easily checked. Design system can be moved to
the increased faults occurrence environment e.g. satel-
lite flight through a source of radiation. A decrease of
the system reliability depending on the reconfiguration
speed and MTTF is not linear which is obvious from
our results. Therefore, minor degradations of MTTF
will not cause a significant degradation of the overall
reliability.

As for future research, our goal is to use the re-
configuration as a tool for faulty module recovery in
a real application and compare the result with results
obtained by the presented estimation tool.
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