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Abstract. The rapid development of novel procedures in medical ultra-
sonics, including treatment planning in therapeutic ultrasound and image
reconstruction in photoacoustic tomography, leads to increasing demand
for large-scale ultrasound simulations. However, routine execution of such
simulations using traditional methods, e.g., finite difference time domain,
is expensive and often considered intractable due to the computational
and memory requirements. The k-space corrected pseudospectral time
domain method used by the k-Wave toolbox allows for significant reduc-
tions in spatial and temporal grid resolution. These improvements are
achieved at the cost of all-to-all communication, which are inherent to
the multi-dimensional fast Fourier transforms. To improve data locality,
reduce communication and allow efficient use of accelerators, we recently
implemented a domain decomposition technique based on a local Fourier
basis.

In this paper, we investigate whether it is feasible to run the dis-
tributed k-Wave implementation on the Salomon cluster equipped with
864 Intel Xeon Phi (Knight’s Corner) accelerators. The results show the
immaturity of the KNC platform with issues ranging from limited sup-
port of Infiniband and LustreFS in Intel MPI on this platform to poor
performance of 3D FFTs achieved by Intel MKL on the KNC architec-
ture. Yet, we show that it is possible to achieve strong and weak scaling
comparable to CPU-only platforms albeit with the runtime 1.8× to 4.3×
longer. However, the accounting policy for Salomon’s accelerators is far
more favorable and thus their employment reduces the computational
cost significantly.
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1 Introduction

There is a growing number of medical applications of ultrasound such as pho-
toacoustic imaging [1], neurostimulation [28] and high intensity focused ultra-
sound (HIFU) cancer treatment [5,18]. These applications require fast, accurate
and versatile ultrasound propagation models in tissue-like materials at various
stages such as planning or post-processing. Typically, these requirements can
be met with models based on the generalized Westervelt equation [22], which
allows for modeling nonlinear ultrasound wave propagation through heteroge-
neous medium with a power law absorption. Due to this demand, several ultra-
sound modeling packages for medical applications have been released along with
our k-Wave toolkit, see [9] for a recent review. The majority of those pack-
ages employ either finite-difference time-domain (FDTD) method, pseudospec-
tral time-domain (PSTD) method or a variant of operator-splitting methods.
The k-Wave toolbox is among a few based on the k-space pseudo-spectral time-
domain (KSTD) method.

FDTD methods scale well on large parallel systems using a straightforward
domain decomposition and halo exchange over the nearest neighbors [31]. How-
ever, most FDTD schemes require between 8 to 10 grid points per wavelength
to achieve sufficient accuracy and even more to manage dispersion in cases
where propagation over a large number of wavelengths has to be modeled [17].
This makes many realistic ultrasound simulations intractable due to high mem-
ory requirements. The PSTD methods can theoretically approach the Nyquist
limit of 2 grid points per wavelength and thus significantly reduce the memory
requirements. The KSTD method improves on the PSTD method by using a
semi-analytical time-stepping schemes [25] which complements excellent spatial
properties with a larger time step size. The main drawback of PSTD and espe-
cially KSTD methods is the introduction of a global trigonometric basis and the
use of the fast Fourier transform (FFT) to implement gradient operators. The
KSTD method requires, due to the k-space correction, 3D FFTs which inher-
ently limit the scalability of this method on parallel distributed, and especially
on accelerated systems [13]. Although a lot of work on efficient distributed FFTs
has been carried out (FFTW [7], Hybrid FFTW [20], P3DFFT [21], PFFT [23],
AccFFT [8], multi-GPU CUDA FFT [19] or FFT-ECP [26]), the computation
time is still often determined by the communication between subdomains, which
in many cases prevents the use of accelerators such as GPUs or Intel Xeon Phis.

This paper investigates the possibility of deploying a distributed implementa-
tion of the KSTD method implemented in the k-Wave toolbox [14] on a large clus-
ter of Intel Xeon Phi accelerators. The method combines advantages of FDTD
and KSTD methods by replacing global Fourier basis with a set of local ones [12],
thus achieving communication complexity of an FDTD method while maintain-
ing many properties of a KSTD method. The following section briefly describes
the principle of the local Fourier basis decomposition. Next, the architecture of
the accelerated cluster is described in Sect. 3. After that, the implementation is
briefly explained in Sect. 4 and achieved scaling results are presented in Sect. 5.
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Finally, Sect. 6 investigates performance of the accelerators and the last section
draws conclusions on usability of the platform.

2 Local Fourier Basis Domain Decomposition

The numerical model of the nonlinear wave propagation in heterogeneous absorb-
ing medium investigated in this paper is based on the governing equations derived
by Treeby [27] written as three-coupled first-order partial differential equations:
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(1)

Here u is the acoustic particle velocity, d is the acoustic particle displacement,
p is the acoustic pressure, ρ is the acoustic density, ρ0 is the ambient (or equilib-
rium) density, c0 is the isotropic sound speed, B/A is the nonlinearity parameter,
and operator L captures power law absorption and dispersion. Two linear source
terms are also included, where F is a force source term, and M is a mass source.

In the k-Wave toolbox, the model (1) would normally be directly discretized
using the KSTD method (see [27]). However, to alleviate the global communi-
cation overhead, we instead divide the simulation domain into a set of cuboid
subdomains, each of which supported by its own local Fourier basis [12] (LFB
for short). The neighboring subdomains are coupled by overlapping each other
and the overlaps are also used to restore their local periodicity [2], see Fig. 1.

Fig. 1. The principle of local Fourier basis domain decomposition shown for one spatial
dimension. (a) The local subdomain is padded with a few grid points (overlap) from
both neighboring subdomains which are periodically exchanged. (b) After the overlap
exchange, each local domain is multiplied by a bell function to restore periodicity.



102 F. Vaverka et al.

The computation itself consists of an iterative algorithm running over a given
number of time steps. Each time step is composed of a sequence of element-wise
operations, overlap exchanges and local 3D FFTs, see Fig. 2. The majority of
the computation time is usually spent on 3D FFTs or overlap exchanges. The
restriction of the Fourier basis to the local subdomain has naturally a negative
impact on the accuracy of the LFB method. The amount of accuracy loss depends
on the overlap size and the properties of the bell function used [3,14,29].

Fig. 2. Simplified computation loop governed by Eq. (1). Blue blocks denote element-
wise operations, yellow 3D FFTs, and orange overlap exchanges. (Color figure online)

3 Target Architecture

The target architecture investigated in this paper is a typical Intel/Infiniband
cluster accelerated with Intel Xeon Phi cards of the Knight’s Corner architecture
[15]. The experiments were conducted on the Salomon supercomputer at the
IT4Innovations national supercomputing center in Ostrava, Czech Republic1.

Salomon consists of 1008 compute nodes, 432 of which are accelerated by Intel
Xeon Phi 7120P accelerators. The architecture of the Salomon’s accelerated part
is shown in Fig. 3. Every node consists of a dual socket motherboard populated
with two Intel Xeon E5-2680v3 (Haswell) processors accompanied with 128 GB
of RAM. The nodes also integrate a pair of accelerators connected to individual
processor sockets via the PCI-Express 2.0 x16 interface. The communication
between processors is handled by the Intel QPI interface.

The nodes are interconnected by a 7D enhanced hypercube running on the
56 Gbit/s FDR Infiniband technology. The accelerated nodes occupy a subset of
this topology constituting a 6D hypercube. Every node contains a single Infini-
band network interface (NIC) connected via PCI-Express 3.0 to the first socket,
and a service 1 Gbit/s Ethernet interface connected to the same socket. Both
accelerators are capable of directly accessing the Infiniband NIC by means of
Remote Direct Memory Access (RDMA).

1 https://docs.it4i.cz/salomon/hardware-overview/.
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A single Intel Xeon Phi 7120P accelerator packs 61 P54C in-order cores
extended by 4-wide simultaneous multithreading (SMT) and a 512-bit wide vec-
tor processing unit (VPU). The Xeon Phi cores are supported by 30.5 MB of
L2 cache evenly distributed over individual cores and interconnected via a ring
bus. The memory subsystem consists of 4 memory controllers managing in total
16 GB of GDDR5. The theoretical performance and memory bandwidth of a
single accelerator is over 2 TFLOP/s in single precision and 352 GB/s, respec-
tively. A single accelerator can theoretically provide a speedup of 4× for compute
bound, and 5× for memory bandwidth bound applications over a single twelve
core Haswell processor. The total compute power of the accelerated part of the
cluster reaches one PFLOP/s.
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Fig. 3. The architecture of the Salomon accelerated nodes and interconnection. The
size of the rectangles representing individual components is proportional to their per-
formance, bandwidth or capacity.

4 Implementation

4.1 Execution Mode

The Intel Xeon Phi offers three different modes of execution: (1) The offload
mode is an analogy to the GPGPU approach where the accelerator is controlled
by the CPU and used only for the compute intensive tasks. (2) The native
mode uses the accelerator as an isolated compute node with shared memory.
(3) The cluster mode allows accelerators to be connected using the message
passing interface (MPI) and run distributed jobs over many accelerators. In this
mode, the CPUs can be used either to only run the operating system, or join the
distributed job as additional workers, although with reduced compute power.

The proposed implementation uses Intel Xeon Phis in the native mode, which
allows for direct access to NICs through the RDMA mechanism and thus should
achieve the best performance in MIC-to-MIC communication. Overall the PSTD
and KSTD methods tend to be memory bound as they exhibit relatively low
arithmetic intensity on the order of O(log n). Therefore, the k-Wave toolbox
favors architectures with high memory bandwidth and fast access to the network.
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The code is logically structured into one MPI process per subdomain which
runs on a single accelerator (or CPU socket). The work local to each subdomain
is distributed across cores by means of OpenMP and OpenMP SIMD constructs.
Since realistic simulations do not require double precision, only single precision
floating point operations are used. This yields higher performance and saves
valuable memory bandwidth. The k-Wave LFB code boils down to a mix of
element-wise operations on 3D real or complex matrices, 3D fast Fourier trans-
forms and overlap exchanges. The following sections briefly describe most impor-
tant operations, however, more details can be found in [29].

4.2 Fast Fourier Transforms

The most computationally expensive part of the simulation loop consists of a
number of 3D fast Fourier transforms calculated over the local subdomains.
Depending on which medium parameters are heterogeneous, the number of FFTs
varies between ten and fourteen. Their actual implementation relies on third
party libraries compatible with the FFTW interface [7], in this case the Intel
MKL library [11] which showed better results than FFTW on the Intel Xeon
Phi architecture [30].

The simulation code mostly uses out-of-place real-to-complex and complex-
to-real transforms which reduces both the spatial and temporal complexity of
the FFT by a factor of two [24]. However, the implementation of the out-of-place
C2R transforms in the MKL library has proved to be very inefficient on the Intel
Xeon Phi Knight’s Corner. Hence, the C2R transforms are performed in-place
using a temporary matrix and the results consequently copied to the destina-
tion matrix. The performance characteristics of the 3D FFT implementation are
further analyzed in Sect. 6.2.

4.3 Overlap Exchanges

The gradient or derivative calculation on a subdomain can be performed only
after gathering the most recent data from all its neighbors. This is accommodated
by exchanging the overlap regions between neighboring subdomains before every
such operation, see the orange bars in Fig. 2. The size of these transfers range
from N3

d to Nx × Ny × Nd grid points, where Nd is the overlap size and N{x,y,z}
the subdomain edge length.

Since the overlaps have to contain the most recent data, it is difficult to
properly hide the communication by overlapping it with useful computation.
However, our implementation structurally allows to hide up to 50% of the com-
munication by exploiting stages where multiple arrays have to be updated at the
same time. This is achieved by a combination of persistent communications and
non-blocking calls provided by MPI, see Listing 1.
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4.4 Parallel Input and Output

The simulation of nonlinear ultrasound wave propagation in large realistic
domains naturally requires a fast and scalable input-output subsystem. Not only
may typical medium, source and input signal descriptions occupy tens to hun-
dreds of GBs, the simulation outputs in the form of pressure and velocity time
series can easily spread over a few TBs [16].

The parallel I/O subsystem of the k-Wave toolbox is based on the Parallel
HDF5 library [6] supported by the MPI-IO back-end [4]. In combination with
the parallel LustreFS file system, very good throughput reaching up to 15 GB/s
has been achieved on several clusters [10].

Although the parallel I/O is not intended to be deeply investigated in this
paper, there is a key observation that needs to be mentioned because of it being a
significant source of issues on the accelerated part of the Salomon supercomputer.
The obstacle is the lack of LustreFS support in the Xeon Phi implementation of
the Intel MPI library. This makes the use of the distributed scratch file system
impossible and forces us to use an NFS mounted home file system, not primarily
intended for parallel I/O. As a consequence, the amount of data being collected
was severely limited to avoid any inference in the experiments.
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5 Scaling Results

5.1 Overview

The main objective of this section is to investigate the performance and scaling
properties of the cluster of Intel Xeon Phi accelerators in simulating ultrasound
wave propagation. The secondary objective is the evaluation of the software
support and the ease of use of the whole platform.

The experiments were conduced on various numbers of Salomon’s accelerated
nodes ranging from 1 up to 256 (512 accelerators). Since Salomon’s hypercube
interconnection topology has some blocking factor, there is a measurable vari-
ation between the job instances stemming from the different placement of the
MPI processes on currently available nodes. Although the job placement can be
restricted manually, it significantly prolongs the waiting time in the queues and
thus was not used. Instead, particular benchmark runs of the same type were
packed into a single large job to maintain fair conditions. Different job alloca-
tions were used for benchmarking subdomains placed over CPUs and accelera-
tors. Therefore, a small variation between these benchmarks may be observed,
however, it is considered insignificant from the perspective of the overall scaling
trends and even the absolute performance.

Every benchmark run consisted of 100 time steps of the simulation loop
summarized in Fig. 2. This number is deemed sufficient to hide any cache and
communication warm-up effects. All experiments, if not stated otherwise, were
performed with the most typical overlap size of 16 grid points.

The following subsections first focus on obtaining the performance and scaling
results for the largest possible simulation domains while trying to work around
the stability and HW/SW support issues. However, some issues are related to
high numbers of nodes used for large simulation domain sizes. It was not possible
to resolve these issues even after consultation with the Salomon support and the
vendor. In the second subsection, we thus limited the simulation domain size
and the number of nodes used to mimic an ideal situation. Finally, the most
significant stages of the KSTD solver are analyzed and discussed.

5.2 Performance Scaling on Large Domains

Driven by the practical demands from industry and medical physics, we first
focus on the performance scaling of large simulation domains spread over many
accelerators. The simulation domain sizes of interest are expanded from 256 ×
256 × 256 (224) to 2048 × 2048 × 2048 (233) grid points by sequentially doubling
the dimension sizes starting from the least significant one. The domains are
partitioned into a number of subdomains growing from 1 to 256. The numbers
of subdomains for particular domain sizes are further restricted by the size of
the smallest meaningful subdomain (643) and the largest possible subdomain
(256× 256× 512) that can fit within memory, excluding the overlaps. Particular
subdomains are assigned either to a single accelerator or a single CPU socket.
This allows us to mutually compare performance scaling of both architectures.
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Figures 4 and 5 show the strong and weak scaling achieved by both archi-
tectures. Although the whole range of overlap sizes between 2 to 32 grid points
was investigated, only the most common overlap size of 16 is presented for the
sake of brevity. The scaling of small overlap sizes generally does better due to a
higher degree of communication overlapping. For bigger overlap sizes, the abso-
lute execution time is more influenced by the communication time elaborated in
Fig. 8 and the strong scaling curves appear flatter.

A brief glance at Fig. 4 reveals a significant disparity between the performance
of CPUs and accelerators. The dramatic slowdown on the accelerator side is
caused by the communication layer, more specifically the Intel MPI Infiniband
backend DAPL [15], which becomes unstable for more than 32 accelerators in a
single job. This problem was discussed in detail with the cluster support team
and the vendor specialists but has not been resolved yet. The only solution that
proved to be stable was to replace the 56 Gbit Infiniband by a 1 Gbit Ethernet
interface. This typically leads to a 4.3× slower execution compared to CPUs.
Nevertheless the code maintains reasonable strong scaling factors of 1.45 (average
speedup achieved by doubling the computational resources) comparable with
the execution on CPUs. The only reason why the performance slump is not even
deeper is the limited performance of the FFTs on the accelerators, and therefore,
better opportunity for communication overlapping.

Examining further the CPU and accelerator scaling plots, there are very few
anomalies in the scaling curves. The most significant are apparent for very small
numbers of subdomains when using accelerators, or for tiny subdomains when
using CPUs. Putting these results into context of the global Fourier basis decom-
positions (GFB) presented in [13], the LFB implementation on CPUs shows its
superiority with typical and peak speedup of 2 and 6, respectively.

Fig. 4. Strong scaling evaluation on large domains having between 224 and 233 grid
points with an overlap size of 16 grid points collected on CPUs and accelerators. Since
the Infiniband interface is not stable for more than 32 accelerators, 1 Gbit Ethernet is
used instead.
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Fig. 5. Weak scaling evaluation on large subdomains with overlap size of 16 grid points
collected on CPUs and accelerators. The size of the subdomains ranges between 218

and 225 grid points.

Figure 5 shows the weak scaling achieved on the CPUs and accelerators.
Each of the plotted series corresponds to a constant subdomain size from the
investigated range between 643 and 256 × 256 × 512 grid points. At first glance,
poor weak scaling is observed when the simulation domain is split into less than
8 subdomains. This is due to the growing rank of the domain decomposition and
the number of neighbors. Once a full 3D decomposition is reached, the scaling
curves remain almost flat in-line with almost perfect scaling.

Fig. 6. Strong scaling evaluation on small domains (224 to 230 grid points) with an
overlap size of 16 grid points collected on CPUs and accelerators, both supported by
FDR Infiniband.

5.3 Performance Scaling on Small Domains

In order to better quantify the impact of the misbehaving Infiniband on large
jobs, the previous experiments were repeated with reduced domain sizes (up to
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10243) and a reduced number of accelerators (up to 32). Figure 6 shows the
improved strong scaling on accelerators when using Infiniband and compares it
again with the CPU baseline. Not only does Infiniband reduce the overall execu-
tion time by a factor of 1.9 with respect to Ethernet, it also improves the scaling
factors from 1.45 to 1.52. The reduction of the communication overhead has also
a positive impact on weak scaling presented in Fig. 7. Here, the penalty caused
by increasing the rank of the decomposition is greatly reduced and very good
scaling is achieved even when going from one to two subdomains. Nevertheless,
the final conclusion is that a cluster of Intel Xeon Phi accelerators is signifi-
cantly slower than a comparable cluster of CPUs, even though the theoretical
parameters of the architecture promise the direct opposite.

Fig. 7. Weak scaling evaluation on small domains (subdomains of 219 to 225 grid points)
with an overlap size of 16 grid points collected on CPUs and accelerators, both sup-
ported by FDR Infiniband.

5.4 Simulation Time Breakdown

Figure 8 shows the execution time breakdown for domains of various sizes par-
titioned into 32 (2 × 4 × 4) and 256 (4 × 8 × 8) subdomains with an overlaps
size of 16 grid points. The slower interconnection of the accelerators becomes
immediately evident from Fig. 8b which shows that this usually comprises more
than 60% of the compute time. By comparing the communication time on the
accelerators with CPUs we can find a massive 3× to 12× deterioration which
increases proportionally with the simulation size. On the other hand, the cal-
culation time remains favorable for medium sized subdomains. For small ones,
there is not enough work for all 120 threads used. On contrary the L2 cache is
exceeded for subdomains bigger than 2563 grid points, which leads to a signif-
icant drop in the FFT performance (see Fig. 8a at 229 and 230). In conclusion,
the computation can only be 1.8× slower than a single CPU socket for favorable
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Fig. 8. The execution time breakdown for a time step of the simulation loop collected
on 32 and 256 CPUs (CPU) or accelerators (KNC) for different domain sizes with an
overlap size of 16 grid points. Results for both the Infiniband (IB) and the 1 Gbit
Ethernet (GbE) interconnects are shown.

subdomain sizes while it can worsen to more than 16× slower for large subdo-
mains. Both interconnect and FFT computation issues are further investigated
in Sect. 6.

6 Platform Investigation

6.1 Overview

As mentioned earlier, the practical use of a cluster of Intel Xeon Phi accelerators
suffers from many issues and immature libraries. Apart from the missing support
for the LustreFS file system and the instability of the Intel MPI communication
back-end for the infiniband interface, there are two other major issues. The
first is the performance of 3D FFTs and the second one is the communication
bandwidth. Both are further investigated in this section.

6.2 Performance of 3D FFTs on Intel Xeon Phi

Since the performance breakdown presented in Fig. 8 revealed relatively poor
performance of the FFTs running on the accelerators compared to a single CPU,
a deeper performance investigation was carried out. The particular routines of
interest were the real-to-complex (R2C) and complex-to-real (C2R) 3D FFTs
with the conjugate-even storage within an interleaved complex array imple-
mented in the Intel MKL library. Both in-place and out-of-place transforms
were evaluated.
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Fig. 9. Performance of a single accelerator vs. a single CPU while running in-place and
out-of place forward and inverse 3D FFTs implemented by Intel MKL.

Figure 9 shows the relative performance of a single accelerator executing 120
threads versus a single CPU executing 12 threads. The thread counts were chosen
according to the best performance achieved by each architecture. The measured
performance is plotted for several domain sizes growing from 323 to 5123 grid
points.

Although the theoretical values suggest an accelerator should be four times
faster than a single CPU, our FFT benchmarks revealed a different picture.
For small domains, the performance of the accelerators is dismal, reaching less
than 10% compared to a single CPU. This is very likely caused by poor work-
load distribution among cores and cache coherency issues such as false shar-
ing. However, even a 3D transform over a 643 domain requires the execution
of 3 × 4096 independent 1D FFTs, which appears to be enough to employ 120
threads evenly. Moreover, as the size of each 1D FFT is only 64 elements (256 B,
1 MB in total), the capacity of L2 cannot be a true bottleneck. That being
said, the 1D transforms are unlikely to cause the troubles. The other sources of
performance issues are the multi-dimensional matrix transpositions and thread
synchronization between particular phases of the 3D FFT algorithm.

With an increasing transform size, the performance of the accelerator
increases, reaching 50% of the CPU performance in the best case. Furthermore,
the performance of the forward transforms is slightly better than the performance
of the inverse one. Much more unexpected behavior is observed for the out-of-
place transforms on domains larger than 2563 grid points. Beyond this size, the
relative performance of the accelerator falls below 10%. At this size, the data
cannot fit within L2 cache any more. Considering the only difference between the
forward and inverse FFT being the sign in the exponent, this behavior must be
a hidden bug inside the complex-to-real out-of-place FFTs in MKL. This state-
ment is supported by the measurements provided by Intel VTune performance
counters. At a size of 256×256×512 grid points, there is a 60-fold increase in the
L1 data cache misses, most of which end up as L2 data cache memory fills. These
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misses seem to be caused by the Read for Ownership (RFO) operations executed
before memory writes recorded as L2_DATA_WRITE_MISS_MEM_FILL events, a typ-
ical sign of false sharing. The issue is related to the FFT execution plan and the
memory hierarchy as out-of-place real-to-complex transforms do not exhibit sim-
ilar behavior.

6.3 Performance of Intel MPI on Intel Xeon Phi

The second issue afflicting the performance is the interconnection. Even when
using the Infiniband interface, the accelerators do not achieve comparable com-
munication times to CPUs as shown in Fig. 8a.

Figure 10 shows the bidirectional bandwidth and latency in CPU-to-CPU
and Phi-to-Phi communication over the Infiniband and Ethernet interconnects
measured by the OSU Micro-Benchmark suite2. The difference is obvious. Not
only is there an order of magnitude lower bandwidth for small messages when
the infiniband is used between accelerators, the loss is not caught up even for
medium sized messages. There appears to be an improvement for 4 MB messages,
however, this is helpful only for the biggest subdomains with an overlap size of 32
grid points. The communication latency copies the same trend, being typically
5× to 10× longer. The explanation of this behavior can be found in the com-
bination of the PCI-Express 2.0 (about 16 GB/s bidirectional), additional hop
between PCI-Express 2.0 and PCI-Express 3.0 where the Infiniband card is con-
nected to, and low attainable memory bandwidth of a single Intel Xeon Phi core
of (only about 2.65 GB/s) yielding 4.1 GB/s for bidirectional communication.

The bandwidth of the Ethernet interface is, as expected, limited by the net-
work interface for big messages.

Fig. 10. Comparison of the communication bandwidth and latency for processors with
Infiniband, and accelerators with Infiniband and TCP over 1 Gbit Ethernet.

2 http://mvapich.cse.ohio-state.edu/benchmarks/.
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7 Conclusion

The goal of this paper was to investigate the performance scaling and suitability
of accelerated clusters based on Intel Xeon Phis for large simulations of ultra-
sound wave propagation in biologically relevant materials, and compare these
results with a common CPU cluster.

In order to keep low requirements on the spatial and temporal resolution, the
k-space corrected pseudospectral method from the k-Wave toolbox was used [27].
The communication overhead is reduced by the local Fourier basis decomposition
[14] and the communication is overlapped with the computation in more than
50% of cases.

The performance was measured on a set of domain sizes starting from tiny
ones and growing to the edge of practical feasibility. During testing, many prob-
lems were encountered. The most significant one is the Infiniband network insta-
bility caused by the DAPL back-end in the Intel MPI. This bug made the use of
the native Infiniband impossible for jobs spreading over more than 32 accelera-
tors. Despite careful investigation and collaboration with the Salomon support,
this issue has not been resolved yet. The only solution to get large simulations
to work was to use a service Ethernet network. This naturally has a large impact
on performance. Regardless, the scaling was similar to the underlying cluster of
CPUs, which is caused by another issue related to the FFT performance, and the
absolute execution time is typically 4.3× longer. This is far from the expected
performance inferred from the theoretical parameters. When the size of the sim-
ulation is limited to fit within 32 accelerators, the Infiniband interconnection
remains stable. This yields much better performance, but still almost 1.9× lower
than CPUs.

The second big issue is the performance of 3D FFTs, which in some configura-
tions reaches only a fraction of the CPU performance. This is very likely caused
by a bug in the MKL library related to false sharing during the matrix trans-
position between particular 1D FFTs. The best performance obtained reached
about 50% of the CPU performance.

Despite all the mentioned troubles, we are still positive about the code deploy-
ment on the accelerated cluster. The main motivation is the accounting policy
on Salomon, where the use of accelerators is now for free. This allows us to run
large batches of independent simulations. In the future, we would also like to
implement a load-balancing algorithm that would allow us to use both the CPUs
and the accelerators in a single simulation.
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