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Abstract—Today’s film and advertisement production heavily uses computer graphics

combined with living actors by chroma keying. The matchmoving process typically takes

a considerable manual effort. Semiautomatic matchmoving tools exist as well, but they

still work offline and require manual check-up and correction. In this paper, we propose

an instant matchmoving solution for green screen. It uses a recent technique of planar

uniform marker fields. Our technique can be used in indie and professional filmmaking

as a cheap and ultramobile virtual camera, and for shot prototyping and storyboard

creation. The matchmoving technique based on marker fields of shades of green is very

computationally efficient: we developed and present in this paper a mobile application

running at 33 FPS. Our technique is thus available to anyone with a smartphone at low

cost and with an easy setup, opening space for new levels of filmmakers’ creative

expression.

& SINCE THE EARLY years of filmmaking, artists

have wanted to create artificial worlds to bring

their ideas onto the film screen. Modern digital

virtual production is still a new technology that

requires several steps from different research

areas: matting or background subtraction and

visual tracking from computer vision, alternatively

hardware-based tracking from robotics and realis-

tic rendering from computer graphics. Each of
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these steps is computationally extremely expen-

sive. In this paper, we focus on computer vision

based algorithms enabling a real-time mobile solu-

tion for virtual production for preview purposes

and as a fast, simple, and cheap solution for low-

quality production.

One of the early methods to mix the artificial

and virtual worlds wasmatting—an effect for com-

position of several images into one frame. Several

approaches for matting were developed in time:

e.g., glass paintings, double exposure or using an

optical printer.1 Nowadays, the most commonly

used method is chroma keying, where a specially

selected color (often green or blue) is set to trans-

parent and substituted.2 Computer vision devel-

oped various methods for removal of background,

whether with constant color,3 as used in filmogra-

phy, or with an arbitrary image.4;5

During rendering of a virtual world to replace

the blue or green canvas, the exact movements of

the camera must be determined. This information

can be obtainedby camera rigs programmed to fol-

low a predefined track [e.g., Cyclops or Milo

(http://www.mrmoco.com), TechnoDolly (http://

www.supertechno.com/product/technodolly.

html)], using sensors mounted to the camera [e.g.,

Insight VCS (http://www.naturalpoint.com/optitr

ack/products/insight-vcs/)], by tracking simple

artificial markers placed on the canvas6 or natural

image features in the captured real world.7

Recent advances in mixed reality filmmaking

technology include the concept of virtual cam-

era—the position of the real camera is detected

and used to simulate the virtual camera in the

digital world.3;4 Coupled with a classic camera

(also known under a commercial name Simul-

Cam), it forms a tool for superposition of the real

and digital world and captures the scene in one

moment. These concepts represent the best avail-

able technology today; however, they require

high financial and technical resources.

Real-time replacement of a green screen with

another scene (synthetic or real) can be seen as a

kind of an augmented reality system,8 for example,

the live TV production.9 The problem of camera

pose estimation can be solved by using

markers,10;11 natural features as points or edges,12

textures,13 or by using other sensors such as GPS

and a gyroscope on a handheld camera.14 Com-

mercial virtual cameras are mostly based on

motion capture,15;16 e.g., Insight VCS3 or ILM vir-

tual camera (http://www.ilm.com/).

The previously mentioned solutions require

complex and costly setup of infrared cameras,

additional tracking extensions for the main cam-

eras and external servers. They provide real-time

visualization only for the virtual scene and not the

augmented result. In the field of augmented real-

ity, there has been prevalent research to create an

integrated solution with the help of commodity

hardware.17 Effort has also been put into taking

advantage of the growing computational power of

handheld devices for ultramobile augmented real-

ity systems.18 However, Ventura et al.19 have

shown that systems based on feature-points and

point-clouds are still realizable only with the aid

of additional server-side computations.

In this paper, we took advantage of Halide lan-

guage and a compiler proposed by Ragan–Kelley

et al.20;21 The main idea behind Halide is to sepa-

rate the scheduling of the performed operations

and the algorithm itself. The main advantage over

other domain-specific languages is its transparent

support for data-parallel computational units

such as AVX, SSE, OpenCL, and—most impor-

tantly for our work—NEON (http://www.arm.com/

products/processors/technologies/neon.php).

Finding the best schedule for a given algorithm,

however, is not trivial and requires deep knowl-

edge of the underlying hardware architecture.

In this paper, webuild upon our previous short

paper22 introducing only the concept, and we

propose a method based on camera pose estima-

tion using a fiduciarymarker field. The advantages

of the used marker field compared to other

marker-based solutions10;11 in a virtual produc-

tion setting are mainly robustness against occlu-

sion and low contrast. Themarker field covers the

matting canvas (as a whole or a selected fraction).

Then, during the shooting, the camera position is

established and a preview of the mixed scene is

rendered in real time. Our algorithm is computa-

tionally extremely efficient. In contrast with state-

of-the-art camera grids, our solution can thus run

on common mobile devices, providing almost

unlimited freedom in camera movement and a

very low-cost virtual camera solution.

This solution is unprecedentedly cheap—it is

available for a wide range of filmmakers, including

amateurs. In the text, we show sample applica-

tions that are enabled by this technology. In gen-

eral, this relatively simple technique unleashes
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new creative and innovative approaches, so

far unseen, especially in indie filmmaking. For

simplicity, in the text we are using the term

“greenscreen,” but the same applies to any other

color (blue, etc.).

The main contributions of this paper are the

following:

� Proposed usage of low-contrast marker field

for simultaneous matting and camera pose

estimation.

� New approach to visualization for storyboard

prototyping on ultramobile devices.

� Proposed color mapping for AR use and

improved color selection for the UMF

greenscreen.

� Real-time performance even on mobile

platforms using multiplatform optimization

(Halide20).

� The implementation of our solution is made

open source under free license for research

evaluation and practical use.

The underlying concepts (points 1 and 2)

of our method, previously published,22 have

been extended and reassessed for real-world

applications.

FIVE SHADES OF GRAY—THE
MARKER FIELD

In a chroma keying setting, the proposed

algorithm first computes the chroma keying

mask to segment out the background containing

a fiducial marker. For high-quality calibrated

cameras, the raw data are sufficient to detect the

difference between shades of green used by the

marker. For videos acquired through low quality

or smartphone cameras, the algorithm also

maps the different shades of green into a single

grayscale image to achieve higher contrast [see

Figure 1(A)]. The mask and the mapping compu-

tations are described in Section “Selection of

Proper Shades of Green.”

The fiducials used in our work are based on

the easily identifiable marker field,23 the Uniform

Marker Fields. They were first introduced as a

checkerboard structure, where the black and

white modules are mixed up so that every n2 tile

for a given n is unique in the field in every rota-

tion. The synthesis of such fields is highly time

consuming and its size is limited by the size of

the uniquely identifiable subwindows (n2). (For

n ¼ 4, the theoretical upper bound of the field

dimensions is 127� 127.23)

An advanced version of the Uniform Marker

Field detection algorithm, its evaluation, and

comparison with other alternative camera locali-

zation markers was described by Herout et al.24

The limitation of using only black and white

colors was relaxed, so that different colors or

shades of gray could be used to form the marker

field. In this case, instead of the intensity of each

field, the gradient between them was used to

Figure 1. Detection of the grid of squares composed of suitable shades of green. (A) The YCbCr image is mapped to

grayscale for the detection algorithm. (B) The grayscale image is processed in very sparse scanlines (for better

visualization we use the source image). On each scanline, edges are detected (yellow points) and extended to edgels

(red lines). (C) The edgels are grouped into two dominant groups using RANSAC; two vanishing points are computed by

hyperplane fitting. (D) Based on the vanishing points, the optimal grid is fitted to the set of the edgels. (E) Edges between

the modules are classified. (F) The annotated corner points are used for tracking and computing the three-dimensional

(3-D) camera pose.
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determine the unique location inside a marker. A

crucial improvement was that the contrasts

between the individual modules of the markers

can be fairly low and the marker field is still reli-

ably detectable. These modifications not only

helped the detection performance and the

robustness of the detection algorithm against

occlusion, but also much larger maps could be

generated with smaller n. Since the marker field

design and detection algorithm have been

improved and adapted to a chroma keying set-

ting since published by Herout et al.,24 we give

here a concise description of both.

The detection algorithm assumes that the

grid of squares is planar and only distorted by a

perspective projection. Thanks to this assump-

tion, the algorithm is very efficient: the fraction

of visited pixels (the algorithm’s “pixel foot-

print”) within an average input image is very

small (� 5%,24).

Grid Detection: The algorithm first detects the

grid. The grid detection algorithm performs the

following three main steps (see Figure 1).

1) Extraction of edgels (edge elements): Typi-

cally, the algorithm extracts around 100 straight

edge fragments in the whole image. The chroma

keying mask is used to filter out foreground

lines. The image is processed only in sparse hori-

zontal and vertical scanlines [see Figure 1(B)]

and edges detected along these scanlines are

used as seeds for the edgel detection.

2) Determining two dominant vanishing points

among the edgels [see Figure 1(C)]. Lines in one

dominant direction are supposed to be coinci-

dent with the vanishing point. In homogeneous

coordinates, this can be expressed by

8i : v � li ¼ 0 (1)

for the vanishing point v and the pencil of lines

li. Lines li exactly coincident with a vanishing

point in the projected space in homogeneous

coordinates, lie on a hyperplane passing through

the origin. The hyperplane’s normal vector in

this case corresponds to the vanishing point v in

the projective space.

3) Finding the grid of marker field edges as two

groups (pencils) of regularly repeated lines coin-

cident with each vanishing point. Two vanishing

points v1; v2 define the horizon (h ¼ v1 � v2).

Marker edges of one direction can be computed

using the horizon as (x̂ denotes normalized

vector)

li ¼ l̂base þ kiþ qð Þĥ (2)

where lbase is an arbitrarily chosen base line

through the vanishing point, different from the

horizon.25 Parameter k controls the line density

and q determines the position of the first line.

These parameters are found by clustering and a

subsequent linear regression (see Figure 1(D),

blue and red lines).

Steps 2 and 3 are also applied in subwindows

if the detection algorithm fails for the whole

image. This improves the robustness against

outliers and also allows for multiple markers in

one scene.

Location extraction: As proposed,24 the loca-

tion information is encoded into the edges

between the fields of the marker. In order to cor-

rectly classify an edge given the locations of the

neighboring marker field modules, our algorithm

samples pixels from the edge’s vicinity. If an

edge cannot be confirmed, the location between

the modules is treated as a place without an

edge (see the top of Figure 2).

The directions of the horizontal (e!ij ) and ver-

tical (e#ij) edges inside unique n2 subwindows are

used for construction of a decision tree (bottom

of Figure 2). The maximal depth of the decision

tree is given by the unique subwindow size n2,

hence the decision is made in constant time for

the arbitrarily sized marker field with the given

unique subwindow size.

When a compact piece of the marker field is

detected in the input image, the edges are classi-

fied and used for traversing the tree. The edges

in the subwindows are selected in a predefined

order (see Figure 2). By using a larger number of

deciding edges, the tree can also be constructed

fault-tolerant—the tree nodes can tolerate one or

more falsely classified edges.

Camera pose estimation: When the location is

successfully found, high contrast corners in the

marker provide the 2-D–3-D correspondences for

the camera pose estimation. To improve preci-

sion, we employ a subpixel precise corner search.

After a successful detection, the corner points in

the grid are tracked by using the Kanade–Lucas–

Tomasi tracker. For camera pose estimation, we
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use LHM26 initialized by EPnP.27 The pose ambigu-

ity for planar targets is solved by the method

described by Schweighofer and Pinz.28

MATCHMOVING WITH SHADES
OF GREEN

Most existing fiduciary marker designs use

different marker features (typically edges) for

localization of the marker and for recognition of

its identity. Therefore, in order to assure reliable

detection, the edges must exhibit a large con-

trast and none of them can be missed. On the

contrary, marker fields use the same edges for

detection of the marker and for its localization/

recognition. That allows for the edges to be of

low contrast, because even when a high fraction

of the edges is missed, the marker field can still

be detected and recognized. Low contrast edges

are necessary for a marker to amalgamate into a

sufficiently homogeneous green (or blue or

other) surface for the background subtraction.

Selection of Proper Shades of Green

The marker field modules’ color must be a

compromise between usage of as-similar-as-

possible colors for the chroma keying and colors

different enough to detect the edges. The selec-

tion also depends on the selected chroma keying

algorithm. Using, for example, the keying equa-

tion of first choice A ¼ G�maxðB;RÞ,29 it seems

suitable to vary R and B color components so

that maxðB;RÞ stays the same (i.e., value A is

constant for the whole marker field). However,

more advanced algorithms are able to also deal

with changing of the intensity of the green color

(with constant hue). For example, a method

described by Jack30 uses the YCbCr color model

to achieve high-quality matting robust against

changing intensities (shadows). This is very

important due to the low dynamic range of con-

temporary smartphone cameras.

Contemporary smartphone and tablet cam-

eras provide raw data in YCbCr color space

(or a variant of it). Initially, this means no infor-

mation loss due to conversion and saves compu-

tation time. Encoding the marker into CbCr

channels provides more robustness against

intensity changes (shadows) and white balance.

This selection appears beneficial although the

matting algorithms typically better tolerate vari-

ance in Y channel and prefer constant hue. How-

ever, with a proper marker color selection, the

matting can still be performed correctly.

Mapping: For the detection algorithm, we

encoded the edge direction between modules of

the UMF into theCbCr channels. A goodmapping is

Imðx; yÞ ¼ atan2
Xðx; yÞ
Zðx; yÞ (3)

where Im is the mapped image and X, Z are the

rotated Cb, Cr channels, respectively, by the f

angle of the average key color in the CbCr space

(see Figure 3). As an example for the choice of

colors, in our experiments, we used three hues

with identical Y channel with 20� difference on

the CbCr plane (yellow dots in Figure 3). Such a

Figure 2. Localization within the Marker Field. The RGB decision

tree is simplified so that the decisions are made based on a single

value for each edge, not on all RGB components. Top: The order

in which the edges are visited. Bottom: The decision tree. Leaves

are either invalid or contain the location and orientation within the

marker field.
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choice of the mapping is robust against changing

intensities and to some extent also against image

saturation levels on different smartphones. The

detection algorithm then uses the resulting Im
mapped image as a grayscale UMF in further

processing. Given the chosen mapping function,

motion blur would only cause blurring in the

mapped grayscale image. The UMF detection

algorithm has proven to be highly robust against

such distortion.24

Matting for visualization: For camera pose

reconstruction, a low-quality mask creation is

sufficient to guide the detection algorithm to dis-

card foreground pixels. For the user interface, a

high-quality matting is done on the GPU, freeing

resources for image processing on the CPU. Due

to white balancing and other automatic image

capture controls (generally present in commod-

ity smartphones), having a predefined set of key

colors is insufficient. We propose to progres-

sively optimize the exact key colors (by using

GMM31 in the experiments) once the marker has

been successfully detected in the image. Its lay-

out can be used to sample image regions belong-

ing to different shades in the UMF to predict the

exact shades of green.

Practical Setup: Projection

Classic green, blue, or white canvas together

with a projector can be used as a marker field

canvas. Two options for organizing the setup

exist: front or back projections (see Figure 4).

The main advantage of this approach is the

opportunity to change the intensities/colors of

the markers depending on the camera, lights,

and other conditions. Because of the additional

light produced by the projector, this approach

is not suitable for high-fidelity shots. However, it

is fine for prototyping, simple scene shooting,

and instant tuning of the scene/setup.

Practical Setup: Special Canvas

An alternative to the projection of the marker

field is using a special canvas with the marker

field printed on it. It is possible to synthesize

marker fields of arbitrary dimensions by select-

ing suitable kernel shape/size and a proper num-

ber of colors (Section “Realistic Dimensions of

the Marker Field”). The marker field does not

need to cover the whole matting plate; instead,

only a stripe or other shape can be covered by

the identifiable marker field (see Figure 8, upper

left). Using several sheets requires mutual and

world calibration which can be done completely

automatically by quickly scanning over the

scene with a camera.

EXPERIMENTAL EVALUATION
A thorough side-by-side comparison of the

shades-of-gray marker field with alternative

markers is given in our previous work.24 In

Section “Unity 3D Plug-In,” we demonstrate our

Figure 3. Normalized CbCr mapping toXZ space. The red dot

represents the main keying color. The red and yellow dots are

used for the UMF fields. The half arc demonstrates the mapping of

theXZ space to grayscale for the detector.

Figure 4. Projection of the marker field on green (or white or

other) canvas. Top: Front projection—the actor’s movement is

limited because he must not interfere with the projection rays.

Bottom: Back projection—requires more space behind the

greenscreen.
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proof-of-concept implementation integrated into

the Unity 3D cross-platform game engine. The

rest of the sections evaluate different aspects of

our solution.

Unity 3D Plug-In

We target live streaming applications using a

webcam for PC or an integrated camera on

smartphones. We created a plugin for Unity 3D,

which integrates with our proof-of-concept

implementation. Unity 3D (http://unity3d.com)

is a free and cross-platform 3-D game engine,

which supports all our targeted platforms.

For a real-world solution, even real-time per-

formance of the detection algorithm causes sig-

nificant lag due to other parts of the pipeline

(frame acquisition, OS overhead, rendering over-

head, texture copy between CPU and GPU). We

propose to process the frames asynchronously,

which provides smooth video stream, but out-of-

sync rendering placement. On the ARM platform,

the camera stream is acquired directly from the

operating system simultaneously for rendering

(as texture) and detection (as bitmap). On the

PC, the transfer speed between GPU and CPU is

sufficient for real-time performance.

To further free up CPU processing time, the

costly high-quality chroma keying is done on

the GPU using shaders. The detection algo-

rithm uses the simplified method described in

Section “Selection of Proper Shades of Green.”

Our plugin finally consists of a script attach-

able to the camera object, a custom shader mate-

rial for the PC platform and native libraries for all

supported platforms. The only inputs required

from the user are the camera parameters for the

PC platform. On Android OS, these parameters are

provided by the operating system. Hence, our

solution is extremely easy to use, suitable even

for the less experienced designers. For more

advanced users, it should provide a very easy to

setup tool to preview virtual scenes. We are

making our solution available for benchmarking

and for practical use (http://www.fit.vutbr.cz/

research/groups/graph/MF/).

Detection Rates

To reevaluate and compare the detection rates

between grayscale and greenscreen markers,

we created a small video dataset (16 videos).

We used the setup with a projector projecting the

marker from the front (see Figure 4 top). We used

two different projectors in combination with a

smartphone (1280� 720, 30 Hz) and a handheld

dedicated video camera (1920� 1080, 50 Hz).

With tracking enabled, our algorithm was able

to localize the camera in 99:9% of frames. Since

tracking is a replacable part of thepipeline, Table 1

summarizes the percentage of frames, where the

camera was successfully localized without track-

ing for all combinations.

With a smartphone camera, the detection

rates were comparable between grayscale and

greenscreen markers. There was even a slight

improvement, which might be caused by the

reduced number of outlier edgels thanks to the

background mask.

With the dedicated camera, the detection rates

of the greenscreen UMF were significantly worse.

This was caused by two separate problems. The

dedicated camera did not do as aggressive white-

balancing as the smartphone camera, hence the

contrast of the greenscreen marker was signifi-

cantly lower. Second, the frame-rate collision

between one of the projectors and the camera

caused banding and flickering (Figure 5 lower

right).

Computational Complexity

For the speed performance evaluations, we

tested our solution for preview purposes with

VGA (640� 480) resolution camera stream. For

the tracking, the algorithm used a subsampled

resolution of 320� 240. Since contemporary cam-

eras provide subsampled color channels (Cb;Cr

channels), subsampling should theoretically not

cause any loss in the detection precision. We

tested our solution both on PC (Intel(R) Core(TM)

i7 2.2 GHz) and ARM platform (ARMv7 Processor

rev. 9, 1.5 GHz).

For our experiments, we used our Unity plugin

(Section “Unity 3D Plug-In”) with a basic 3-D scene.

The Android implementation was running at

Table 1. Detection rates.

Camera/UMF marker Grayscale Greenscreen

smartphone 94:5% 96:9%

camera 97:7% 87:7%
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33.7 FPS on the GPU, and was processing frames

(sent at 13 FPS to the CPU) asynchronously in

23.4 ms including Java overhead (theoretical

40 FPS). On the desktop PC, the webcamera was

providing the VGA video stream at 30 FPS and

each frame was processed by the detector in

6:4ms on average. The measurement results are

shown in Table 2 (chroma: the chroma keying pro-

cess for the detector; tracking and detection (t&d):

the detection and tracking average time; camera

pose: camera pose estimation based on the found

matches). The times include conversion from

RGB to YCbCr for the PC and communication

overhead from native to managed code for the

ARMplatform.

The main part of computational time on the

ARM platform (� 63%) was taken by simple

image manipulation: gradient computation and

Gaussian blur for the tracker, subsampling, mat-

ting mask, and mapping computation. We used

the Halide language20;21 to create a solution for

these tasks with more optimized memory access

patterns. On the PC platform, this led to � 41%

speed improvement overall, with the chroma

mapping being 18� faster. On the ARM platform,

the speed improvement was � 8% overall.

Preview Precision

To evaluate the camera pose precision for

the preview use-case, we created a small video

dataset. The videos were shot with the smart-

phone camera (720p, 30 Hz) from a 2–5 m dis-

tance from the canvas. We calibrated the

smartphone camera including camera distortion

for maximum precision. As reported earlier,24

UMF detection algorithm outperforms alternative

marker-based solutions. We used our detector

without any optimization and precise calibration

to establish a reliable reference for each frame.

To simulate the video stream processed by

the detector on the mobile platform, we scaled

down and cropped each video to VGA resolu-

tion. As calibration, we only used the camera

fovy defined by the manufacturer. The median

difference in the detected camera angle was 1:5�

and the median distance from the reference cam-

era pose was 5:91 cm.

Matting Precision

In this section, we test if the presence of the

UMF in the greenscreen degrades the matting

performance with our algorithm. In the experi-

ment, we projected both plain green color and

UMF in the shades of green on the canvas and

took images with both smartphone and dedi-

cated cameras. We evaluated the precision of

our matting algorithm using GPU shaders with

reference to a state-of-the-art alpha-matting

approach (KNNMatting32 with manual annota-

tion, see Figure 6). We quantified the error in the

resulting alpha masks as the standard deviation

of transparency values 0; 100½ Þ.
There was only a small difference in precision

for the plain green color (standard deviation

3.62) and with the UMFmarker present (4.5). This

shows that using the green UMF as the back-

ground does not significantly decrease the seg-

mentation compared to solid color. However,

global methods (typically based on graph cuts)

perform better on boundaries and on surfaces

Figure 5. Left: Frames acquired with mobile camera with

grayscale (top) and greenscreen (bottom) UMF. Right: Frames

acquired with handheld dedicated video camera. Notice the very

low-contrast greenscreen UMF compared to the frames from the

mobile camera. There is also visible banding on the lower left

image (handheld camera with second projector).

Table 2. Breakdown of the processing time in milliseconds. For

VGA video.

Platform Total (chroma t&d cam.)

PC 10.7 3.7 1.9 1.4

PC with Halide 6.3 0.2 1.9 1.4

ARM 25.3 4.8 14.0 2.1

ARM with Halide 23.4 4.1 12.8 2.1
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with bounced green light, at the price of much

higher computational complexity.

Sensitivity to Edge Contrast

For the greenscreen to be segmented reliably,

the various green colors must be close enough to

a common shade, i.e., the contrast on the edges

between the neighboring squares of the marker

field must be low. At the same time, the marker

field must be reliably recognized. An assumption

fundamental to the viability of our approach is

that these two contradictory requirements must

be satisfied at the same time.

Figure 7 shows the results of our experiment

targetedon this issue.Weprinted outmultiple var-

iants of a single generated marker field (14 × 10)

with the green colors altered to change their

“contrast.” We shot short video sequences with

the handheld dedicated camera observing the

marker field from varying angles at normal day-

light conditions in an office setting. The detection

rate is the fraction of correctly recognized video

frames without tracking. The reported graph

therefore depicts a pessimistic look on the det-

ection performance. With the tracking feature

enabled and evenwith 75% detection rate, camera

pose tracking is theoretically restored with 99:9%

probabilitywithin the next five video frames.

Realistic Dimensions of the Marker Field

The marker field is synthesized by a genetic

algorithm24 according to given parameters: unique

subwindow dimensions (n2, Section “FIVE SHADES

OF GRAY—THE MARKER FIELD”), number of col-

ors/shades, dimensions of the field. The algorithm

looks for conflict-free fieldswhere each subwindow

exists only once, including all four possible rota-

tions. Conflict-free fields are further optimized for

maximal contrast on the edges between the square

modules. We used a cluster of computers (� 1000

nodes) to synthesize the marker fields and we

make them publicly available (http://www.fit.

vutbr.cz/research/groups/graph/MF/).

Table 3 shows several reasonable configura-

tions of the marker fields. Marked in bold are the

most conservative variants: 3� 3 subwindow,

three colors. (Note: Substantially larger fields

could be generated if necessary, but for practical

reasons, we capped the generation at this resolu-

tion.) Square marker fields are suitable for print-

ing on paper. The 16:9 marker fields are fine for

panoramic canvases. Stripes are a good solution

for largemovements.

A lower number of colors is better for assuring

sufficient edge contrast. In this paper, we used

three shades for testing purposes. Higher num-

bers can be afforded when more variable shades

of green can be permitted. To be used in chroma

keying settings these shades are mapped into the

CbCr channels, as described in Section “Selection

of Proper Shades of Green.”

Figure 6. Top: The original image from the camera. Middle:

Matting results from GPU shaders. Bottom: Reference alpha mask

acquired using KNNmatting with manual annotation.

Figure 7. Detection rate as it depends on the marker “contrast.”

Contrast 255 = extreme colors (darkest, brightest) are 255 units

apart in the color channels. Contrast 0 = the colors in the field are

all identical. Good news is that, as assumed, the detection

performance drops at reasonably low values of the “contrast”

between the shades. The experimentally found tipping point

(� 40) is a good choice for practical greenscreen canvases.
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CONCLUSION
In this paper, we provide an instant and reli-

able matchmoving solution for chroma keying-

based film effects. It is based on the multicolor

uniform marker fields. We propose methodology

to design marker fields of shades-of-green (blue

or any other practical color). Such marker fields

can be detected, recognized (for accurate cam-

era pose estimation), and precisely segmented

out in order to be replaced by rendered content.

The experiments show that the process is both

very efficient (the applications can easily run on

today’s ultramobile processors) and at the same

time it is inexpensive and simple to use.

Our solution can be used as a poor man’s

virtual camera (see the top of Figure 8). Besides

this use-case, we propose a live storyboarding

scenario (see the bottom of Figure 8), where the

user (film author, script editor, 3-D film artist)

replaces the matted background with 2-D (360�

background photo) and 3-D (models, animated

figures) content.

We are developing and maintaining imple-

mentations of the matchmoving and chroma key-

ing software for popular ultramobile platforms.

This software is made public with this paper.
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