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Abstract— Libraries of approximate circuits are composed of
fully characterized digital circuits that can be used as building
blocks of energy-efficient implementations of hardware accelera-
tors. They can be employed not only to speed up the accelerator
development but also to analyze how an accelerator responds
to introducing various approximate operations. In this paper,
we present a methodology that automatically builds comprehen-
sive libraries of approximate circuits with desired properties. Tar-
get approximate circuits are generated using Cartesian genetic
programming. In addition to extending the EvoApprox8b library
that contains common approximate arithmetic circuits, we show
how to generate more specific approximate circuits; in particular,
MxN-bit approximate multipliers that exhibit promising results
when deployed in convolutional neural networks. By means of
the evolved approximate multipliers, we perform a detailed error
resilience analysis of five different ResNet networks. We identify
the convolutional layers that are good candidates for adopting the
approximate multipliers and suggest particular approximate mul-
tipliers whose application can lead to the best trade-offs between
the classification accuracy and energy requirements. Experiments
are reported for CIFAR-10 and CIFAR-100 data sets.

Index Terms— Approximate circuit, genetic programming, con-
volutional neural network, hardware accelerator, optimization.

I. INTRODUCTION

THE proper application of approximate circuits enables
designers to obtain excellent trade-offs among power

consumption, performance, and quality of service in many
error resilient applications such as image recognition, video
processing, data mining, and deep learning [1]. However,
the design of approximate implementations of digital cir-
cuits is a time-demanding challenge even for experienced
circuit designers. Inspired in the common circuit design flow,
which is based on reusing pre-designed parts stored in a
component library, libraries of approximate circuits have
been introduced to accelerate the design process [2]–[4].
Approximate circuits intended for such libraries are typically
obtained by the so-called functional approximation, which
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is a technology-independent simplification or modification of
the exact version of the circuit. Functional approximation
methods are being devised for either one type of circuits
(e.g., multipliers) or arbitrary circuits. In the latter case, these
methods algorithmically simplify, prune, or resynthesize the
original (exact) implementation of the circuit. The designer can
specify various objectives and constraints for target circuits.
The resulting library of approximate circuits then contains
many implementations showing different trade-offs among
power consumption, performance, quality of service, and other
criteria. The key benefit is that the user can quickly choose
the most suitable approximate implementation for a given
application, without repeating the design process.

An open problem remains how to systematically and
effectively build comprehensive libraries of approximate cir-
cuits that are useful in real-world applications. In particu-
lar, we will focus on the EvoApprox8b library which is a
collection of 8-bit approximate adders and multipliers that
was automatically generated using Cartesian genetic program-
ming (CGP) in 2017 [2]. EvoApprox8b contains hundreds
of fully synthesized and characterized approximate circuits
showing high-quality trade-offs, as documented in several
independent case studies [5]–[7].

The aim of this article is twofold. First, we present a
methodology that enables us to extend the original version
of the library in several directions and in such a way that
new types of arithmetic circuits utilizing various bit widths
(from 8 to 32 bits, in some cases to 128 bits) can be included.
Considering the fact that these circuits can be optimized for
many different error metrics (and their combinations), for
various target fabrication technologies and that hundreds of
unique trade-offs can be generated for every specification,
the resulting library of arithmetic circuits would contain tens
of thousands of circuits. One of the challenges is determining
the (exact) error for more complex approximate circuits. This
problem is addressed by means of formal error analysis meth-
ods based on satisfiability (SAT) problem solving or binary
decision diagram (BDD) construction and analysis [8]. In addi-
tion to standard arithmetic circuits having two n-bit operands,
the methodology is capable of generating non-standard circuits
with a different number of bits for each operand.

Second, the aim is to show how libraries of approximate
circuits can be utilized in cutting-edge applications. We chose
the most challenging one from those usually presented by the
approximate computing community—hardware acceleration of
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complex convolutional neural networks (CNNs). In the case
of CNNs, approximate implementations have been proposed
at the level of CNN architecture, data representation, arith-
metic operations, memory access, and memory cells [9]–[11].
In our previous work, we focused on selecting the most
suitable 8-bit approximate multiplier for a particular ResNet
CNN [12]. In order to introduce suitable approximations to
CNNs, a resilience analysis is conducted before any implemen-
tation steps. The resilience analysis of CNNs is usually carried
out by removing some neurons, weights, memory accesses,
or inserting some noise to neurons [9], [13] and observing the
impact on the quality of service. In our case study, we show
how a large set of approximate multipliers can be used to per-
form the resilience analysis of a hardware accelerator of five
ResNet networks and to select the most suitable approximate
multiplier for a given CNN layer. Contrasted to our previous
work [12], [14], we also consider the non-standard approx-
imate multipliers (the first input has 8 bits and the second
has 7, 6, 5 or 4 bits) that we evolved for this purpose. These
non-standard multipliers can contribute not only in reducing
the overall energy of the multiplication operations conducted
in CNNs, but also in reducing the memory usage as fewer
bits are needed to store the weights. To summarize our key
contributions:

• We present a methodology capable of extending the
original EvoApprox8b library to contain more unique
circuits on different bit widths. We also report the basic
parameters of newly generated approximate circuits and
compare them with EvoApprox8b and other approximate
circuits.

• We evolve and characterize non-standard approximate
multipliers (8 bit vs 7 – 4 bit operands) to extend the
library and utilize them in a more detailed study on error
resilience of CNNs.

• We perform a detailed error resilience analysis of five
CNNs (ResNet-8, ResNet-14, ResNet-20, ResNet-26, and
ResNet-164 v2) using relevant multipliers taken from
the extended library of approximate circuits. Results are
reported for the CIFAR-10 and CIFAR-100 benchmark
problems [15].

The rest of the paper is organized as follows. Section II
surveys related research, particularly the principles of approx-
imate circuit design, error metrics and error analysis, existing
libraries of approximate circuits, and their use in CNN design.
Section III is devoted to CGP and its use for the design of
approximate circuits. In Section IV, we present the methodol-
ogy enabling us to systematically extend the library of approx-
imate circuits and the results obtained using the methodology.
Section V is devoted to the resilience analysis of ResNet CNNs
using evolved approximate multipliers. Conclusions are given
in Section VI.

II. RELATED WORK

Approximate computing exploits the gap between the level
of accuracy required by the applications/users and that pro-
vided by the computing system, for achieving diverse opti-
mizations [1]. It has been developed in different ways and
at various levels of the computing stack. Our state of the art

survey is focused on approximate implementations of combi-
national circuits, their design and use in hardware accelerators
of CNNs.

The approximations can be introduced to a circuit during
various steps of the common circuit design flow. In this
work, we primarily focus on the technology-independent logic
synthesis step in which functional approximations can be
applied. The advantage is that the approximate circuit can
be implemented in an arbitrary application-specific integrated
circuit (ASIC) or a field programmable gate array (FPGA)
because it is assumed that the technology-dependent imple-
mentation is performed by means of common open source or
commercial tools after the approximation is finished.

The methods performing the functional approximations can
be classified as single-purpose or general-purpose (automated).
The single-purpose (ad-hoc) methods have been developed for
specific circuit components such as adders, multipliers, and
dividers [16], [17]. On the other hand, the automated methods
use some general-purpose circuit simplification, resynthesis,
or approximation techniques and enable us to approximate
arbitrary circuits. These methods start with an original (exact)
circuit and, typically iteratively, modify its structure to reach
the desired trade-off between the error, power consumption,
and other objectives.

A. Error Analysis

Prior to any approximation is introduced, it is necessary to
define (i) the error metric(s) for guiding the approximation
process, (ii) the constraint(s) allowing to identify infeasible
solutions and (iii) the error analysis method capable of quickly
and reliably determining the error for all candidate approxi-
mate circuits.

1) Error Metrics and Constraints: The quality of approx-
imate combinational circuits is typically expressed using one
or several error metrics, where the most commonly used ones
are: the error rate (ER) and the arithmetic errors such as the
mean absolute error (MAE), the mean square error (MSE),
the mean relative error (MRE), the worst-case error (WCE),
and the worst-case relative error (WCRE). The equation for
determining WCE is shown in Eq. 1, in which the output of the
approximate circuit and original (exact) circuit is Oapprox and
Oorig, ni is the number of primary inputs and ∀x enumerates
all possible input vectors. The remaining definitions can be
found in [8].

WCE = max
∀x∈B

ni

��Oapprox(x) − Oorig(x)
�� (1)

An error metric can also serve as a constraint. For exam-
ple, if the objective is to minimize MAE and WCE must
be kept below a predefined threshold value, then WCE
effectively constrains and thus reduces the design space.
Apart from these standard metrics, we can employ additional
application-specific metrics. As shown in [18], for example,
the accurate multiplying by zero is an essential condition
for the successful integration of approximate multipliers into
neural networks. We can determine validity of this con-
straint by calculating WCE only for those input combinations
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x ∈ B
ni that lead to the zero output (see Eq. 2). The accurate

multiplying by zero is guaranteed if WCEzr = 0.

WCEzr = max
∀x∈B

ni :Oorig(x)=0
Oapprox(x) (2)

In addition to an error metric used at the circuit level,
the error is also evaluated at the application level, e.g., for the
complete CNN image classifier. This application-level error is
then the primary quality indicator of the entire approximate
implementation. As we aim to develop a general-purpose
library of approximate circuits, we will consider all the listed
circuit-level error metrics.

2) Error Analysis Methods: Most error analysis methods
only estimate an approximate implementation error as deter-
mining the exact error is very time-consuming. The error
estimate is obtained by circuit simulation across a reasonably
inclusive subset of input vectors. For example, 10 million
out of 232 ≈ 4295 million vectors were employed for 16-bit
multipliers [16]. The exact error can be obtained by exhaustive
circuit simulation, but this approach is not scalable. For a
few particular implementations of approximate adders and
multipliers, a detailed probability analysis was performed, and
probability error models were derived, e.g., [19]. Knowledge
of these error models becomes very useful if such a circuit
is (re)used in a more complex application, and one needs
to perform reasoning about the application-level error based
on the probability models available at the component level.
An obvious disadvantage is that a lot of human effort is
required to construct reliable probabilistic models for particu-
lar circuits.

The general-purpose exact error analysis methods are based
on equivalence checking, i.e., checking whether a mathemat-
ical model of a circuit under design meets a given spec-
ification [8], [20], [21]. Two main approaches have been
developed in this direction—-techniques based on Reduced
Ordered Binary Decision Diagrams (ROBDD) and satisfiabil-
ity (SAT) solvers. In approximate computing, this concept is
extended to relaxed equivalence checking, by stressing that
the considered circuits are checked to be equal up to some
bound w.r.t. a suitably chosen distance (error) metric such as
WCE or MAE. As ROBDDs are inefficient in representing
classes of circuits for which the number of nodes in ROBDD
is growing exponentially with the number of input variables
(such as multipliers and dividers), their use in relaxed equiv-
alence checking is typically possible for adders and other
less structurally complex functions. For example, even 128-bit
adders can be quickly analyzed in terms of all relevant error
metrics [8]. Common SAT solvers are, in principle, applicable
to the worst-case analysis only. However, this approach is more
scalable than ROBDDs for the error analysis of multipliers [8].

In order to apply the formal techniques, we need to trans-
form the problem into a Boolean satisfiability problem. This
is achieved by constructing the so-called approximation miter,
a circuit computing the difference between the accurate and
approximate circuit. The approximation miter typically con-
sists of three components: the exact and approximate circuits
whose outputs are fed into an error computation block whose
structure depends on the chosen metric. For WCE or MAE,

e.g., the error computation block consists of the subtracter
followed by a circuit that computes the absolute value. As soon
as the miter is constructed, it can either be converted to a
conjunction normal form and submitted to a SAT solver or
represented as an ROBDD. The selection of a proper formal
apparatus depends, in general, on the chosen error metric. The
SAT solvers typically provide a binary output and can be thus
applied to prove whether some threshold is exceeded. This is
suitable, e.g., for calculating WCE or determining whether
WCE is bounded by some threshold. On the other hand,
the ROBDDs can be used not only to prove the satisfiability
but also to quickly calculate the number of input assignments
causing the erroneous output. This is necessary for calculating
MAE and other statistically oriented metrics.

B. Automated Design of Approximate Circuits

Automated functional approximation methods start with a
common (exact) circuit implementation and define one or
several design objectives and constraints. The initial circuit is
modified by an iterative approximation algorithm to produce
an approximate implementation satisfying all design objectives
and constraints. The basic algorithmic approximation tech-
niques are pruning (i.e., removing some parts of the circuit),
component replacement (i.e., complex subcircuits are replaced
with simpler subcircuits) and approximate re-synthesis. How-
ever, if the circuit is provided in a behavioral HDL represen-
tation, other more software-oriented techniques (such as loop
perforation and memorization) can be applied. The automated
approximation methods select either randomly or heuristically,
which parts of the circuit have to be removed, re-connected,
or replaced. Examples of such methods are SALSA [20],
SASIMI [22], ABACUS [23], ALFANS [24] and CGP-based
methods [25]–[27]. Section III is devoted to introducing CGP
for this purpose.

C. Libraries of Approximate Circuits

Benchmark suites and libraries have frequently been used to
compare approximation methods and their results, i.e. approx-
imate circuits and applications. Regarding the benchmarking
of approximation methods, AxBench,1 which contains bench-
mark problems for processors and GPUs as well as benchmark
circuits, is one of the most popular collections. However,
only circuit description and simulation scripts are given for
eight circuits, i.e., the website contains neither the quality
parameters nor the electrical parameters of the circuits.

In order to provide approximate circuits that can be rou-
tinely re-used, several libraries of approximate circuits have
been developed. They are primarily focused on approximate
arithmetic circuits because these circuits are typical building
blocks of complex digital systems. Furthermore, it makes
sense to provide their various approximate implementations
that differ in the bit width, error, power consumption, delay
and other parameters. A common approach to their design
is developing a parameterizable approximate circuit and pro-
viding its approximate implementations by various settings

1axbench.org
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of the parameter(s). In the case of approximate multipliers,
suitable circuits of this type are, e.g., broken array mul-
tipliers (BAM) [17], rounding-based approximate multipli-
ers (RoBA) [28], truncation- and rounding-based scalable
approximate multipliers (TOSAM) [29] and dynamic range
unbiased multipliers (DRUM) [30]. For approximate adders,
see, e.g. [31]. The following libraries are open and can be
obtained from the internet.

lpACLib2 library contains the VHDL description of accurate
and approximate versions of several manually constructed
arithmetic modules (like adders and multiplier of different
bit-widths) and the corresponding software implementations
developed in C and MATLAB. All circuits are configurable
and different configurations represent different approximate
circuits [3].

GeAr3 is a low-latency generic accuracy configurable adder
that provides a higher number of potential configurations com-
pared to state-of-the-art approximate adders. Circuit imple-
mentations are available in MATLAB and Verilog [32].

SMApproxLib4 is an open source library of approximate
multipliers with different bit-widths, output accuracies and
performance gains targeting FPGAs [4].

EvoApprox8b5 library was completely generated by CGP.
Its first version from 2017 contains 430 non-dominated 8-bit
approximate adders evolved from 13 conventional adders,
and 471 non-dominated 8-bit approximate multipliers evolved
from 6 conventional multipliers. All circuits are fully charac-
terized in terms of area, delay, power consumption, and seven
error metrics and they are available for download in C, Verilog,
and Matlab.

D. Approximate Implementations of CNNs

CNNs are deep neural networks containing, in addition to
other layers, the so-called convolutional layers. CNNs show
superior performance, especially in image and video process-
ing tasks such as image classification. As the state of the art
CNNs consists of hundreds of layers and millions of network
elements, they are demanding in terms of the execution time
and energy requirements. For example, the inference phase of
a trained CNN such as ResNet-50 (see Section V for details)
requires performing 3.9 ·109 multiply-and-accumulate (MAC)
operations to classify one single input image [10]. Training of
CNNs is significantly more time and resource demanding.

Arithmetic operations conducted during the inference of
a CNN are responsible for 10%-40% of energy, depend-
ing on a given CNN architecture and the CNN accelerator
employed [10]. Various fixed-point as well as floating-point
number representations were evaluated for CNNs to reduce
power consumption [10], [33]. A detailed analysis of
precision-scalable MAC architectures for CNNs was per-
formed in [34]. The Ristretto tool helped in determining the
optimum number of bits for arithmetic operations [13]. Further
savings in energy are obtained not only by bit width reduction

2sourceforge.net/projects/lpaclib/
3sourceforge.net/projects/approxadderlib
4cfaed.tu-dresden.de/pd-downloads
5fit.vutbr.cz/research/groups/ehw/approxlib/

of arithmetic operations but also by introducing approximate
operations, particularly to the multiplication circuits, which is
currently a fresh research topic [18], [35], [36].

Libraries of approximate circuits have systematically been
exploited in the CNN design in the following directions.
(i) Mrazek et al. introduced an optimization algorithm for
choosing a suitable approximate multiplier from a library of
approximate multipliers in such a way that one approximate
multiplier serves several layers, and the overall classification
error and energy consumption are minimized [12]. At the same
time it is ensured that no re-training is needed after introducing
the approximate multipliers into CNN. (ii) Using a library of
approximate multipliers, Ansari at al. identified the features
in an approximate multiplier that tend to make it superior to
others with respect to CNN accuracy [7]. A predictor was
then built to forecast how well a multiplier is likely to work
in a given CNN. This predictor was verified by classifying
114 approximate multipliers based on their performance in
LeNet-5 and AlexNet CNNs on the SVHN and ImageNet data
sets, respectively. (iii) A subset of the EvoApprox8b library
was used in the resilience analysis of several ResNet networks
as introduced in our preliminary conference report on this
topic [14].

III. CIRCUIT APPROXIMATION USING CGP

Cartesian genetic programming (CGP) is a branch of genetic
programming primarily developed for the design and opti-
mization of digital circuits [37]. CGP can also be used as a
general-purpose approximation method for combinational cir-
cuits [25], [27]. CGP represents candidate circuits as directed
acyclic graphs. These graphs are iteratively modified using
mutation operator(s) to meet the design objectives and ensure
that various constraints that can be imposed on the error, area,
delay, or any other circuit property are not violated.

A. Circuit Representation

In the most common version of CGP, a candidate circuit is
represented as a string of integers (the so-called chromosome)
which fully specifies a logic network containing up to N
nodes. These nodes are organized in a two-dimensional grid
of nc columns and nr rows (N ≤ nc · nr ). The number of
primary inputs and outputs of the circuit is denoted ni and no.
Each node implements one of the functions specified in the
set of functions � and has up to na inputs and a single output.
For gate-level circuits, � usually contains a set of binary
logic functions (na = 2). Any node input can be connected
to any node in the previous 1 . . . L columns, where L is a
user-defined parameter. As Fig. 1 shows, all primary inputs
and node outputs are assigned with a specific index, which
enables us to specify the circuit encoding. Three integers are
reserved for defining every node (two input codes and one
function code). Finally, no integers specify where the primary
outputs are connected.

B. Search Algorithm

Every candidate circuit represents one design point in the
design space. In CGP, new designs are created by introducing
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Fig. 1. A two-bit multiplier represented in CGP with parameters:
ni = no = 4, nc = nr = 3, na = 2, � = {0identit y , 1not ,
2and , 3or , 4xor , 5nand , 6nor , 7xnor , 8const0, 9const1}.

small random modifications to the chromosome. This opera-
tion is called the mutation and typically modifies h integers
of the chromosome. Note that all changes must lead to valid
circuits, i.e., only valid function codes and connections can be
created.

The search method is based on the (1 + λ) evolutionary
strategy in which λ offspring circuits are created from one
parent [37]. The search algorithm can start with either a
randomly generated initial population or existing designs. The
population size is 1+λ. After evaluating the initial population
(i.e., measuring the circuit functionality and cost in the fitness
function) the following steps are repeated until the termination
condition is not satisfied: (i) the best-scored circuit (called the
parent) is selected; (ii) λ offspring circuits are created from the
parent using mutation; (iii) all offspring circuits are evaluated.

C. Evolutionary Circuit Approximation

The approximation process typically starts with an accurate
circuit or several different versions of the accurate circuit.
Candidate approximate circuits are generated from the original
circuit in the course of a CGP run. As thousands of candidate
circuits can be generated, the error evaluation must be fast.
For small circuits, the exhaustive circuit simulation utilizing
all possible input vectors is the quickest option. The scalability
issues typical for more complex circuits are addressed by
means of formal methods introduced in Section II-A. The
electrical parameters (such as delay and area) of candidate
circuits are estimated in the fitness function. Their precise
evaluation is conducted by a professional design tool at the
end of evolution, but only for the best-evolved designs. This
strategy significantly reduces the design time [27].

If a single-objective CGP is applied, the target error range
(e.g., the MAE), determined by emin and emax , is specified
by the user. The goal is to minimize the number of gates (or
area or power consumption, depending on the specification)
while the error of the circuits is kept between the target values
emin and emax . If various trade-offs between the objectives are
requested, CGP is executed several times with different error
bounds as the control parameters.

The multi-objective CGP allows us to optimize the error
and other key circuit parameters (area, delay, and power
consumption) together in one run. We are primarily interested
in the approximate circuits belonging to the Pareto front that
contains the so-called non-dominated solutions. For example,

consider two circuits C1 and C2. Circuit C1 dominates circuit
C2 if: (1) C1 is no worse than C2 in all objectives, and
(2) C1 is strictly better than C2 in at least one objective.
The search algorithm of CGP is then modified to build Pareto
fronts in the course of evolution continuously. This approach
was adopted to generate the EvoApprox8b library [2].

IV. EXTENDING THE LIBRARY OF

APPROXIMATE CIRCUITS

To extend the EvoApprox8b library, we used a single
objective CGP. The goal was to design approximate versions of
various multipliers and adders that exhibit WCE no worse than
a given threshold. Compared to EvoApprox8b, we considered
not only unsigned but also signed adders and multipliers.
Twenty thresholds linearly sampled in the log space were used
for every circuit instance. The lowest threshold’s value equals
1 while the highest value equals 2w+1 − 1 for adders and
22w − 1 for multipliers, where w is the bit-width. Ten inde-
pendent runs of CGP were executed for every threshold. The
WCE error metric was not chosen arbitrarily. We employed
the fact that the other essential error metrics such as MAE
and MSE (and also ER in case of adders) highly correlate
with WCE [8]. In addition to that, the computation of WCE
violation is of modest complexity compared to evaluating other
error metrics, especially the statistical ones such as MAE
or ER. This property is important, especially for instances
with more than 12-bit operands where we cannot employ the
exhaustive simulation in the evolutionary loop to determine
WCE due to high runtime requirements. As shown in [26],
deciding whether a candidate circuit violates the fixed WCE
threshold can be done within few seconds even for tough
verification problems such as 32-bit multipliers where the
complete formal verification may represent a time-demanding
process requiring several minutes or hours.

At the end of the evolutionary runs, we gathered all the
logged results for a particular design problem, filtered out
redundant solutions using estimated circuit parameters and
available error parameters, and stored the netlists in a library.
The complete process is illustrated in Fig. 2. The extended
version of the library, called EvoApproxLib, is created as
follows. The netlists are converted to corresponding HW and
SW models. The HW models are synthesized by a common
design tool (we used Synopsys Design Compiler, 45 nm
process, Vdd=1V). The SW models allow determining all
relevant quality parameters. After synthesis, we calculate the
final Pareto front using real circuit parameters obtained by the
design tool. This usually gives us a large set (see Tab. II)
of non-dominated approximate circuits which nearly covers
the complete design space (see the gray points in Fig. 4).
The synthesis step can be repeated for different technology
libraries (see the technology-specific custom library in Fig. 2).
Moreover, we can also utilize a SW model provided by the
user and calculate application-specific error parameters that are
needed to create an application-specific library of approximate
components. For example, we can evaluate the approximate
multipliers in a CNN and use the classification accuracy as an
application-specific quality parameter.
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Fig. 2. The methodology of creating the library of approximate circuits.

As the number of instances in EvoApproxLib is high
(e.g., 51,882 pieces of 8-bit approximate multipliers),
the selection of the most suitable circuit for a given application
could be a challenging combinatorial problem. In order to sim-
plify this task and help the designers, we identified a subset of
circuits and composed the so-called EvoApproxLibLite library.
The selection follows the principles of Pareto optimality with
respect to several objectives in which power consumption
is compared against ER, MAE, WCE, MSE and MRE. For
each of the five subsets of components, ten circuit instances
evenly distributed along the power axis were included to
EvoApproxLibLite.

Section IV-A presents the CGP setup, evaluation of CGP
performance, and selected approximate circuits that we
obtained when extending the library of approximate circuits
with very specific components—approximate multipliers hav-
ing their operands on different bit widths. These multipliers are
especially useful in CNNs, as it will be shown in Section V.
Section IV-B deals with extending the EvoApproxLib to
support more complex approximate adders and multipliers.
Finally, all results are summarized in Section IV-C.

A. The NxM-Bit Approximate Multipliers

The objective is to design a set of approximate multipliers
with operands on wa and wb bits, where wa +wb = ni = no.
Considering their application in CNNs, we chose wa = 8 and
wb = 4, 5, 6, and 7.

1) Setup: For each configuration of bit-widths, we gener-
ated six different (but exact) multiplier architectures, including
ripple-carry array multiplier (RCAM), two carry-save array
multipliers (CSAM), and three Wallace tree architectures
(WTM). In total, 24 netlists of exact multipliers were gener-
ated and used to seed the CGP. For each seed, 20 target error
levels ε were considered. For every ε, 10 independent CGP

TABLE I

THE NUMBER OF GENERATED / NON-DOMINATED IMPLEMENTATIONS OF
APPROXIMATE 8XN MULTIPLIERS IN EVOAPPROXLIB

runs were executed with the following parameters: N = k,
where k is the number of gates of the original (exact) circuit
with ni = wa + wb primary inputs and no = ni primary
outputs, λ = 4, h = 1, � contains AND, OR, XOR gates,
their inverted versions and inverter. At most, 106 generations
were produced. All experiments were conducted on a server
equipped with 2.4 GHz Intel Xeon CPU. The average duration
of a single CGP run, considering this setup, ranges from 7.8 to
147.7 minutes depending on ε.

As the approximate multipliers are supposed to be used in
neural networks, we integrated the requirement for the accurate
multiplying by zero (as introduced in [18]) together with the
WCE constraint in the fitness function F as follows:

F( �M, ε) =

⎧⎪⎨
⎪⎩

cost ( �M) if WC E( �M) ≤ ε ∧
WC Ezr ( �M) = 0

∞ otherwise,

(3)

where cost ( �M) is the cost of a candidate solution �M . The cost
is estimated as the sum of weighted areas of the gates used
in the circuit. The objective is to minimize F . The validity of
both conditions is checked using a single pass of exhaustive
simulation.

At the end of evolution, the best-scored circuit is syn-
thesized. Because the error parameters are evaluated using
the exhaustive simulation, one can calculate all relevant error
metrics in a reasonable time. Less than 2 ms are required,
for example, to obtain the response of the largest 8 × 7 bit
multiplier to all input combinations.

2) Results: The number of generated circuits for each
configuration of wa and wb is given in Tab. I. This table also
reports the number of non-dominated implementations that are
included in EvoApproxLib. For the possible power reduction,
please refer to Tab. IV. As evident from Tab. I, the usage
of different seeds is beneficial because more unique circuits
are obtained at the end; see the number of non-dominated
solutions in the row denoted ‘total‘ in comparison with the
remaining ones. For example, for 8×7 multiplier, the resulting
Pareto front contains 2,192 circuits, whereas 607 circuits are
obtained from RCAM. On the other hand, the Pareto front size
is much smaller than the sum of non-dominated solutions in
the individual rows. That means that similar design points can
be reached from different seeds.

Fig. 3 shows convergence curves of CGP for five error
levels when seeded with 8×7-bit ripple-carry array multipliers.
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Fig. 3. The progress of the evolutionary design of 8 × 7 bit approximate
multipliers. The box plots are constructed from 10 runs carried out for each
of the five target error values ε.

Each of the five convergence curves (depicted using boxplot
charts) shows the evolutionary search’s progress aggregated
from 10 independent runs. The convergence rate depends on
the chosen ε. The fitness value decreases (i.e., the circuit
shrinks) gradually for lower error levels and increases steeply
for higher error levels. Only a small improvement in fitness
is achieved in the last decade (i.e., in the range from 104

to 105), which means that the search probably reached the
best-possible solution enabled by our experimental setup.

Fig. 3 also shows the development of MAE to illustrate the
behavior of the error parameter whose value is not directly
optimized or constrained. For the sake of better readability,
the mean value of MAE is reported instead of boxplots. The
MAE remains nearly constant for the lower values of ε.
On the other hand, MAE gradually increases if ε = 4095.
It seems that sub-optimal solutions are obtained at the end
of the evolution when an excessive number of generations is
used. However, a more detailed analysis revealed that MAE’s
upper bound depends on the value of WCE. Thus, it is
guaranteed that the MAE stays at a reasonable level even if we
use substantially more generations than necessary. Moreover,
we store the best chromosome at every improvement of the
fitness value. CGP thus provides a set of chromosomes in the
course of evolution. The low-quality circuits are filtered out at
the end of the evolution, and only the non-dominated solutions
are kept.

B. Increasing the Bit-Width

Evolutionary approximation of arithmetic circuits operating
on more than 12 bits requires applying a different approach to
the error evaluation. We present a CGP-based approach that
employs formal error analysis methods to provide approximate
adders with up to 128 bits and approximate multipliers with
up to 32 bits. More complex instances were not considered as
they are less relevant for practice.

1) Approximation: For higher bit widths, we used the same
CGP setup as described in Section IV-A. The only differences
are that more generations (106) were used, and a SAT solver
was employed to determine whether a candidate solution
violates a target WCE.

In addition to the CGP-based approach, a scalable divide-
and-conquer strategy was used for synthesizing 16-bit and
32-bit approximate multipliers [38]. The 2n-bit operands are

TABLE II

THE NUMBER OF GENERATED / NON-DOMINATED IMPLEMENTATIONS
OF ARITHMETIC CIRCUITS IN EVOAPPROXLIB

divided into four n-bit chunks (each operand has a lower
and higher part) that are independently processed using four
multipliers whose outputs are reduced using two adders with
one n-bit and one 2n-bit operand each. This method’s key
advantage is that if accurate adders are employed and some
of the n-bit multipliers are arbitrarily chosen approximate
multipliers with known WCE, the upper bound of WCE of
the 2n-bit approximate multiplier can be derived. If only
one type of approximate multipliers is used then WCE can
be calculated exactly. Moreover, this construction provides
high-quality trade-offs between the area and error compared
to many state-of-the-art approximate multipliers [38].

2) Error Parameters Calculation: The limit of exhaustive
simulation is 32 inputs, i.e. two 16-bit operands. In the case of
more complex approximate adders, all relevant error metrics
are evaluated using ROBDD-based error analysis algorithms
because the adders are structurally simple circuits, and all
ROBDD-based error analysis algorithms scale well. Corre-
sponding algorithms are summarized and assessed in [8]. For
example, determining MAE for an approximate 16-bit and
32-bit adder takes 3 ms and 198 ms on average. In the
case of more complex approximate multipliers, we used SAT
solving to determine WCE using the algorithm proposed in [8].
Other metrics are estimated using simulation with a randomly
generated subset of all possible input combinations.

C. The EvoApproxLib Library

Table II summarizes the number of approximate circuits that
were generated and the number of non-dominated instances
included in EvoApproxLib. Each of them represents a unique
trade-off when some subset of objectives and constraints is
considered. We can not remove any circuit without losing a
multiplier or adder exhibiting some unique combination of
properties. Please note that significantly different numbers of
circuits of different types (e.g. 8-bit unsigned multipliers vs.
8-bit signed multipliers) are caused by our needs of particular
circuits in different applications rather than non-existence of
suitable circuits.

In Fig. 4, the black points (corresponding with the
EvoApproxLibLite) are contrasted with the original circuits of
EvoApprox8b (red points), conventional broken array multipli-
ers (green points), truncated multipliers (blue points), lpAClib
multipliers [3], and other multipliers analyzed in [16] (approx-
imate multipliers (AM), error-tolerant multipliers (ETM), and
underdesigned multipliers (UDM)). The grey points in Fig. 4
show all 16,833 non-dominated implementations. To make
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Fig. 4. The 8-bit approximate multipliers (black points) that were selected
to EvoApproxLibLite from all the discovered approximate multipliers (grey
points) and compared to the former version of EvoApprox8b library (red
points), broken array multipliers (green points), truncated multipliers (blue
points) and other selected approximate multipliers from lpAClib [3] and [16].
Two objectives (MAE vs. power and WCE vs. power) are projected.

Fig. 4 readable, only two objectives (MAE vs. power and WCE
vs. power) are projected. Note that EvoApprox8b and results
of CGP were also compared with the state of art approximate
circuits in [2], [26], [27].

Selected approximate adders and multipliers (as well as
other circuits [39]) and their various parameters can be
obtained from https://ehw.fit.vutbr.cz/evoapproxlib. The library
provides circuit models in Verilog, Matlab, Python, and C.
This enables the user to integrate the approximate circuits to
hardware as well as software projects and design tools. All
approximate circuits can thus be simulated to obtain their other
parameters that are not listed on the web site (e.g., the errors
under different error metrics or power consumption for another
fabrication technology). Every circuit is assigned with a short
permanent alphanumeric identifier to identify it uniquely.

V. CNN RESILIENCE ANALYSIS WITH THE LIBRARY

OF APPROXIMATE MULTIPLIERS

The proposed library allows us to perform the resilience
analysis in CNNs in a more complex way than previous
methods. Regarding the use of approximate multipliers in
CNNs, previous papers studied the impact of the bit width
reduction [10], [13], [40] and considered a very limited set
of approximate multipliers [9], [36]. Our previous studies
utilizing the EvoApprox8b library only applied the approxi-
mate multipliers having both operands on the same number
of bits [7], [12], [14], [18]. As we generated many different
approximate multipliers in Section IV, we can immediately
analyze the impact of their utilization not only on the accuracy
of classification but also on the power consumption reduction.

In our case studies, we investigate how the approximate
multipliers that are introduced to convolutional layers of five
ResNet networks [41] can affect the classification accuracy and

Fig. 5. Architecture of ResNet convolutional neural network with 3 stages
and n residual blocks per stage.

TABLE III

PARAMETERS OF RESNET CNNS. THE ACCURACY IS GIVEN ON
CIFAR-10 (FOR RESNET-8/-14/-20/-26) AND

CIFAR-100 (FOR RESNET-164 V2)

power consumption. Please note that ResNet CNNs introduced
new modules (the so-called residual modules) containing an
identity connection such that some layers can effectively be
skipped. This technique enabled the update of the weights of
earlier layers in very deep CNNs that would normally suffer
from the vanishing gradient during training [10]. Fig. 5 shows
a typical architecture of ResNet CNN used in our experiments.

A. Experimental Setup

Table III summarizes basic parameters of ResNet net-
works and their classification accuracies after training with
the floating-point multiplication and after applying the 8-bit
exact multiplier (qint-8). The experiments are performed with
ResNet-8, ResNet-14, ResNet-20, and ResNet-26 trained on
CIFAR-10 and ResNet-164 v2 trained on CIFAR-100 using
TensorFlow [42]. A ResNet CNN utilizing the 8-bit exact
multiplier is considered as a golden solution, and all proposed
approximations are compared against it. Note that retraining
was performed after introducing neither the 8-bit exact multi-
plier nor approximate multipliers in this CNN error-resilience
study. Please note that retraining is, in principle, possible [43].

Hardware accelerators developed to speed up a CNN infer-
ence process primarily focus on the MAC operations that are
essential in convolutional and fully connected layers. The com-
putation is typically accelerated using a two-dimensional array
of processing elements (PE). A typical PE multiplies the input
with its weight and updates the sum maintained in each layer.
The PE array can be operated in several ways, see [10], [44].
In our study, we suppose that the CNN accelerator running
the ResNet is organized as a generic PE array. Since the
multipliers participate in the PE energy more than the adders
(approx. 6.5x considering 8-bit multipliers and 16-bit adders,
also depending on the selected fabrication technology), only
the multipliers will be approximated to achieve power savings.

Fig. 6 presents the approach developed to evaluate CNNs
utilizing approximate multipliers. The input architectures of
neural networks (ResNet-8, -14, etc.) are trained and quantized
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Fig. 6. The methodology developed for error resilience analysis of CNNs
utilizing approximate multipliers.

to 8-bit operations using the TensorFlow framework. By means
of approximate multipliers taken for the library, the first
experiment reveals to what extent the individual convolutional
layers of ResNet are error-resilient (Section V-B). The second
experiment reports energy savings in the inference path of
ResNet by approximating all convolutional layers in the net-
work using the same multiplier (Section V-C and V-D). In both
cases, the accuracy of the CNN employing the approximate
convolutional layers is evaluated using the TFApprox tool,
which is a Tensorflow extension developed for fast emulation
of approximate CNNs on a GPU [45]. The reference energy
consumption of one multiplication is obtained by Synopsys
Design Compiler (45 nm fabrication technology).

B. Case Study 1: One ResNet Layer Under Approximation

In order to identify a reasonable and diverse subset of 8-bit
approximate multipliers, we started with the EvoApproxLibLite

library. After removing duplicate circuits we ended up with
35 approximate multipliers showing high-quality tradeoffs
between power and the five error metrics (Section IV-C).

All exact multiplications of a given layer of ResNet-8
were then replaced by one of the approximate multiplication
implementations. This process has been repeated for all the
layers and all the 35 approximate multipliers, but only one
layer was modified and one type of approximate multipliers
was used in each experiment. Fig. 7 shows that the most
interesting approximations are obtained if the convolutional
layer of the third stage is approximated (see S=3, R=1,
C=1 in Fig. 7). As this layer executes 28.2% of all the
multiplications, it should undergo the approximation with the
highest priority. Introducing the approximate multipliers to the
first layer (which performs only 2.09% multiplications) makes
a negligible contribution.

C. Case Study 2: All ResNet Layers Under Approximation

This case study deals with a situation in which all 8-bit
multiplications of all convolutional layers are replaced with
one particular approximate implementation of the multiplier.

Fig. 7. The classification accuracy drop on CIFAR-10 and the energy of
multiplications measured when approximate multipliers are used in one layer
of ResNet-8 (with the reference classification accuracy 82.85%). Different
layers are represented using different colors and characterized in terms of
the number of stages (S), residual blocks (R), convolutional layers (C) and
percentage of multiplications.

Fig. 8. The classification accuracy drop on CIFAR-10 and the energy of
multiplication measured when all multiplications in all convolutional layers
of ResNet-14 are performed with the same multiplier.

On the case of ResNet-14 CNN, Fig. 8 shows various
trade-offs that can be obtained using a common trunca-
tion (green points), BAM multipliers [17] (orange points),
8-bit approximate multipliers taken from our pre-selected
set of 35 approximate multipliers (red points) and accurate
8xN-bit multipliers (blue points), where N = {7, 6, 5, 4} bits
are devoted to the weights. Please note that the rounding to N
bits is performed offline before the N-bit weights are stored
to the weight memory. Unused bits are truncated.

As the 8xN-bit exact multipliers provide high-quality
results, it is also worth to analyze the impact of employing
the 8xN-bit approximate multipliers on the CNN accuracy
and energy requirements. For these purposes, we re-used the
approximate multipliers that were evolved in Section IV-A.
From all the results reported in Tab. I, 6,345 non-dominated
circuits were selected for each 8xN-bit approximate multiplier
and utilized in four versions of ResNet. Fig. 9 shows that it is
always better to pick a suitable 8xN-bit approximate multiplier
than an 8 × 8-bit approximate multiplier because more energy
can be saved for a given accuracy drop. Furthermore, the
8xN-bit approximate multipliers accept the weights on fewer
bits, and thus, memory requirements are significantly reduced.
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TABLE IV

PARAMETERS OF SELECTED APPROXIMATE MULTIPLIERS (EMPLOYED TO MULTIPLY TWO 8-BIT OPERANDS) EXPRESSED WITH RESPECT TO THE EXACT
8-BIT MULTIPLIER AND THE CLASSIFICATION ACCURACY (ON CIFAR-10) OF VARIOUS RESNET NETWORKS UTILIZING THESE CIRCUITS.

MUL8U AND MULT8X ARE EVOLVED MULTIPLIERS AND BAM MULTIPLIERS (h AND v ARE THE HORIZONTAL AND VERTICAL BREAK

LEVELS) ARE CONSTRUCTED ACCORDING TO [17]

Another critical question is if a better trade-off (between
the classification accuracy and the energy needed for all the
multiplications) is obtained if one introduces more aggressive
approximations to a larger ResNet or decent approximations
to a smaller ResNet. We analyzed these trade-offs in Fig. 10,
which plots the classification accuracy against the total energy
of multiplication in all convolutional layers. In this experiment,
we considered all multipliers situated on the Pareto fronts
visible in Fig. 9. In Fig. 10, one can observe a set of solutions
in which a careful approximation of a smaller network always
represents a better trade-off than a heavily approximated larger
network. Furthermore, a suitable approximate multiplier still
provides a better trade-off than an accurate multiplier operated
on a reduced bit width. These results are comparable with the
ALWANN method [12] (applied on ResNet-8, ResNet-14, and
ResNet-50 networks), which is a highly-specialized algorithm
for the selection of 8-bit approximate multipliers for each layer
of a particular CNN.

Table IV gives a detailed characterization of selected
approximate multipliers discussed in this paper and the classi-
fication accuracy if these multipliers are employed in all con-
volutional layers of various instances of ResNet CNNs which
are evaluated on the CIFAR-10 data set. Evolved approximate

multipliers are compared with common approximate multi-
pliers based on the truncation and BAM algorithm [17]. For
example, a 1.83% drop in the accuracy of ResNet-8 can be
exchanged for a 29.4% improvement in power consumption
if an 8-bit approximate multiplier mul8u_NGR is chosen. For
8 × 5-bit approximate multiplier mul8 × 5u_43Z, the power
improvement is 60.1% while we lose 3.95% accuracy. The
most interesting trade-off is provided by 8 × 6-bit approxi-
mate multiplier mul8 × 6u_4Z1 whose usage reduces power
consumption by 38.3% while the accuracy drop is only 0.33%.

D. Case Study 3: Complex CNNs

In the final experiment, we assess if the findings of the
previous section also hold for a more complex network and
a more complex problem. We chose a 164-layer ResNet of
Bottleneck architecture (denoted as ResNet-164 v2) proposed
in [46] for classification on a more challenging CIFAR-100
data set. This moderate-size CNN contains 163 convolu-
tional layers with more than 592.6 million multiplications
and achieves 74.46% classification accuracy on CIFAR-100.
Fig. 11 shows that ResNet-164 v2 evaluated on CIFAR-100 is
much less error resilient than the smaller ResNet networks
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Fig. 9. The classification accuracy drop on CIFAR-10 and the energy of multiplication measured when all multiplications in all convolutional layers of
various ResNet CNNs are performed with the same approximate multiplier.

Fig. 10. The classification accuracy on CIFAR-10 and the total energy of mul-
tiplication in various approximate implementations of ResNet CNNs (points)
and accurate, but quantized ResNet CNNs (crosses) contrasted with the
ALWANN method [12].

Fig. 11. The classification accuracy drop on CIFAR-100 and the energy of
multiplication measured when all multiplications in all convolutional layers
of ResNet-164 v2 are performed with the same multiplier.

evaluated on CIFAR-10. A 10% reduction in the energy of
multiplication is associated with a non-negligible drop in
the accuracy. The 8xN-bit approximate multipliers (we tested

N = {7, 6, 5, 4}) that are beneficial for the smaller ResNet
networks are not suitable in this task. This result is, however,
somewhat expected and should be interpreted that one has to
introduce approximate multipliers to this kind of non-trivial
use cases, such as ResNet-164 v2 applied on CIFAR-100, very
carefully. Either only some layers should be approximated or
the most suitable approximate multiplier should be separately
identified for each layer.

VI. CONCLUSIONS

In this paper, we presented a large library of approxi-
mate adders and multipliers primarily intended to accelerate
the design process of energy-efficient hardware accelerators
for CNNs and other signal, image, and video processing
applications. In greater detail, we focused on the auto-
mated design of MxN-bit approximate multipliers. The
new version of the library contains 19,067 (including
5,633 non-dominated) approximate adders, 74,230 (includ-
ing 23,582 non-dominated) N-bit approximate multipliers
and 27,175 (including 12,019 non-dominated) 8x{7,6,5,4}-bit
approximate multipliers; i.e., in total 101,405 (including
35,601 non-dominated) approximate multipliers. It provides a
large collection of circuits (showing various trade-offs between
the error and other parameters) and thus implementation
options that can easily be exploited in various applications.
The user can choose, by means of the user interface available
via the library website, the most suitable approximate circuit
or a set of approximate circuits for a particular application.

We used the evolved approximate multipliers to analyze
how various ResNet versions are error-resilient if approximate
multiplication operations are introduced. We also identified the
most promising combination of a particular ResNet version
and an approximate multiplier for a given energy budget. The
MxN-bit approximate multipliers consistently provided better
trade-offs than N-bit approximate multiplies when deployed in
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the convolutional layers of smaller ResNet networks evaluated
on CIFAR-10. For the largest ResNet network (ResNet-164 v2)
that we evaluated on CIFAR-100, only 8-bit approximate
multipliers provided an acceptable solution. Nevertheless,
the utilization of the MxN-bit approximate multipliers allows
us to reduce the number of bits that have to be available in
some registers of the accelerator and also the memory space
needed to store the weights of ResNet.

This work was motivated by the fact that multiplication is
the key operation of CNN datapaths and, hence, many studies
dealing with approximate multipliers in CNNs are available
in the literature. In future work, we could apply the proposed
approach to analyze approximate adders’ usage or various
combinations of approximate components in CNNs. In par-
ticular, our future work will be focused on searching for the
best trade-off between the classification accuracy and energy
requirements of a CNN accelerator under the assumption that
various CNN architectures can be combined with suitable
approximate MxN-bit multipliers (and other approximate com-
ponents) and memory subsystem organizations. We believe
that the usage of suitable correctly-sized MxN-bit approximate
multipliers can reduce not only the memory consumption
but also the latency and power consumption of the memory
subsystem compared with the NxN-bit multipliers.
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