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Introduction. Chemical Reaction Networks (CRNs) are a versatile language
widely used for modelling and analysis of biochemical systems [4] as well as
for high-level programming of molecular devices [1,14]. Motivated by numerous
potential applications ranging from system biology to synthetic biology, var-
ious techniques allowing simulation and formal analysis of CRNs have been
proposed [2,7,10,13], and embodied in the design process of biochemical sys-
tems [6,11,12]. The time-evolution of CRNs is governed by the Chemical Master
Equation (CME), which describes the probability of the molecular counts of each
chemical species. Many important biochemical systems lead to complex dynam-
ics that includes state space explosion, stochasticity, stiffness, and multimodality
of the population distributions [9,15], and that fundamentally limits the class of
systems the existing techniques can effectively handle. More importantly, biol-
ogist and engineers often seek for plausible explanations why the system under
study has or has not the required behaviour. In many cases, a set of system simu-
lations/trajectories or population distributions are not sufficient and the ability
to provide an accurate explanation for the temporal or steady-state behaviour
is another major challenge for the existing techniques.

In order to cope with the computational complexity of the analysis and in
order to obtain explanations of the behaviour, we shift the focus from quanti-
tatively precise results to a more qualitative analysis, closer to how a human
would behold the system. Yet we insist on providing at least rough timing infor-
mation on the behaviour as well as rough classification of probability of differ-
ent behaviours at the extent of “very likely”, “few percent”, “barely possible”,
so that we can conclude on issues such as time to extinction or bimodality of
behaviour. This gives rise to our semi-quantitative approach. We stipulate that
analyses in this framework reflect quantities in orders of magnitude, both for
time duration and probabilities, but not more than that. This paradigm shift is
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reflected on two levels: (1) We abstract systems into semi-quantitative models.
(2) We analyse systems in a semi-quantitative way. While each of the two can
be combined with a traditional abstraction/analysis, when combined together
they provide powerful means to understand systems’ behaviour with virtually
no computational cost.

Semi-quantitative Models. The states of the models contain information on
the current amount of objects of each species as an interval spanning often sev-
eral orders of magnitude, unless instructed otherwise. For instance, if an amount
of a certain species is to be closely monitored (as a part of the input speci-
fication/property of the system) then this abstraction can be finer. Similarly,
whenever the analysis of a previous version of the abstraction points to the lack
of precision in certain states, preventing us to conclude which of the possible
behaviours is prevalent, the corresponding refinement can take place. Further,
the rates of the transitions are also captured only with such imprecision. The
crucial point allowing for existence of such models that are small, yet faithful,
is our concept of acceleration. It captures certain sequences of transitions. It
eliminates most of the non-determinism that paralyses other types of abstrac-
tions, which are too over-approximative, unable to conclude anything, but safety
properties.

Semi-quantitative Analysis. Instead of performing exact transient or steady-
state analysis, we can consider most probable transitions and then carefully lift
this to most probable temporal behaviours. Technically, this is done by alter-
nating between transient and steady-state analysis where only some rates and
transitions are taken into account at different iterations. In order to further
facilitate the resulting insight of the human on the result of the analysis, we pro-
vide an algorithm to perform this analysis with virtually no computation effort
and thus possibly manually. The trivial computations immediately pinpoint why
certain behaviours occur. Moreover, less likely behaviours can also be identified
easily, to any desired degree of probability (dozens of percent, promilles etc.).

Summary. The first step of our approach yields tiny models, allowing for a
synoptic observation of the model; due to their size these models can be either
analysed easily using standard means, or can be subject to the second step.
The second step provides an efficient approximative analysis, which is also very
illustrative due to the limited use of quantities. It can be applied to any system;
however, it is particularly interesting in connection with the models coming from
the first step since (i) no extra effort (size, computation) is wasted on overly
precise treatment that is ignored by the other step, and (ii) together they yield
an understandable explanation of the behaviour. An entertaining feature of this
paradigm is that the stiffer (with rates at hugely different time scales) the system
is the easier it is to analyse.

To demonstrate the capabilities of our approach, we consider three chal-
lenging and biologically relevant case studies that have been used in literature
to evaluate state-of-the-art methods for the CRN analysis. It has been shown
that many approaches fail, either due to time-outs or incapability to capture
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Table 1. Gene expression. The rates are in h−1.

Doff
0.05−−→ Don Don

0.05−−→ Doff Don
10−→ Don + RNA RNA

1−→ ∅
RNA

4−→ RNA + P P
1−→ ∅ P + Doff

0.0015−−−−→ P + Don

Fig. 1. Pruned abstraction for the gene expression model using the coarse discretisation
(left) and after the refinement (right). The state vector is [P, RNA, Doff , Don]. (Color
figure online)

differences in behaviours, and some tailored ones require considerable compu-
tational effort, e.g. an hour of computation. Our experiments clearly show that
the proposed approach can deliver results that yield qualitatively same informa-
tion, more understanding and can be computed in minutes by hand (or within
a fraction of a second by computer).

Demonstration: Analysis of Stochastic Gene Expression Model [8]. The
CRN underlying the stochastic gene expression model is described in Table 1.
As discussed in [5,10], the system oscillates between two phases characterised by
the Don state and the Doff state, respectively. Biologists are interested in how
the distribution of the Don and Doff states is aligned with the distribution of
RNA and protein P.

In order to demonstrate the refinement step and its effect on the accuracy of
the model, we start with a very coarse abstraction. It distinguishes only the zero
population and the non-zero populations. The pruned abstract model obtained
using our approach is depicted in Fig. 1 (left). The full one before pruning is
shown in Fig. 6 [3, Appendix].

The proposed analysis of the model identifies the key trends in the system
dynamic. The red transitions, representing iterations 1–3 of the semi-quantitative
analysis, capture the most probable paths in the system. The green component
includes states with DNA on where the system oscillates. The component is
reached via the blue state with Doff and no RNAs/P. The blue state is promptly
reached from the initial state and then the system waits (roughly 100 h according
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our rate abstraction) for the next DNA activation. The component is left via a
deactivation in the iteration 4 (the blue dotted transition). The estimation of the
exit time is 100 h. The deactivation is then followed by fast red transitions leading
to the blue state, where the system waits for the next activation. We obtain an
oscillation between the blue state and the green component, representing the
expected oscillation between the Don and Doff states.

As expected, this abstraction does not clearly predict the bimodal distri-
bution on the RNA/P populations – the green component includes states with
both the zero and the non-zero population of the mRNA and the protein. In
order to obtain a more accurate analysis of the system, we refine the population
discretisation using a single level threshold for P and DNA, that is equal to 100
and 10, respectively (the rates in the CRN indicate that the population of P
reaches higher values).

Figure 1 (right) depicts the pruned abstract model with the new discreti-
sation (the full model is depicted in Fig. 7 [3, Appendix]. We again obtain the
oscillation between the green component representing DNAon states and the blue
DNAoff state. The states in the green component more accurately predicts that
in the DNAon states the populations of RNA and P are high and drop to zero
only for short time periods. The figure also shows orange transitions within the
iteration 2 that extend the green component by two states. Note that the sys-
tem promptly returns from these states back to the green component. After the
deactivation in the iteration 4, the system takes (within the same iteration) the
fast transitions (solid blue) leading to the blue component where system waits
for another activation and where the mRNA/protein populations decrease. The
expected time spent in states on blue solid transitions is small and thus we
can reliably predict the bimodal distribution of the mRNA/P populations and
its correlation with the DNA state. The refined abstraction also reveals that
the switching time from the DNAon mode to the DNAoff mode is lower. These
predications are in accordance with the results obtained in [10]. See in Fig. 8 [3,
Appendix] that is adopted from [10] and illustrates these results.

To conclude this case study, we observe a very aligned agreement between the
results obtained using our approach with virtually no computational cost and
results in [10] obtained via advanced and time consuming numerical methods.
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