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ABSTRACT

Poisoning attacks entail attackers intentionally tampering
with training data. In this paper, we consider a dirty-label
poisoning attack scenario on a speech commands classifi-
cation system. The threat model assumes that certain utter-
ances from one of the classes (source class) are poisoned
by superimposing a trigger on it, and its label is changed
to another class selected by the attacker (target class). We
propose a filtering defense against such an attack. First, we
use DIstillation with NO labels (DINO) to learn unsupervised
representations for all the training examples. Next, we use
K-means and LDA to cluster these representations. Finally,
we keep the utterances with the most repeated label in their
cluster for training and discard the rest. For a 10% poisoned
source class, we demonstrate a drop in attack success rate
from 99.75% to 0.25%. We test our defense against a variety
of threat models, including different target and source classes,
as well as trigger variations.
Index Terms: poisoning attack, unsupervised representa-
tions, clustering, Speech commands, defense against attacks
on speech systems

1. INTRODUCTION

The resilience of speech processing systems is becoming an
important concern due to their growing prevalence. Several
publications have already shown that neural-based systems
suffer from various flaws, including being susceptible to small
variations in their inputs (also called adversarial attacks [1, 2,
3, 4, 5, 6]), targeted variation in their testing inputs to extract
information about the model’s parameters or training set (also
called model inversion attacks [7, 8, 9]), or structured varia-
tions in their training set to change the behavior of the model
at inference time (also called poisoning attacks [10, 11, 12,
13]). Attacks that target a modification of the model’s be-
havior at inference time without affecting its performances,

BASED UPON WORK SUPPORTED BY THE DEFENSE AD-
VANCED RESEARCH PROJECTS AGENCY (DARPA) UNDER CON-
TRACT NO. HR001120C0114. OPINIONS, FINDINGS AND CON-
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THE VIEWS OF THE DEFENSE ADVANCED RESEARCH PROJECTS
AGENCY (DARPA).

effectively creating a backdoor, are called trojan attacks [14,
15, 16]. Backdoor poisoning attacks have proven to be effec-
tive against speech systems [11], including speech recogni-
tion [13] and speaker verification [17].

Backdoor poisoning attacks have been studied in com-
puter vision tasks using support vector machines [10], neural
networks [11, 12], and for speech recognition systems [13, 17,
14, 16]. Defenses have been proposed for regression learning
systems [18], images and text [19, 20, 21], some using clus-
tering against clean label attacks [22]. However, to the best
of our knowledge, no work has been published for defense
against poisoning attacks on speech systems.

We propose a new defense for dirty label poisoning at-
tacks against a speech commands classification system. In a
dirty label poisoning attack, the adversary superimposes an
innocuous audio event, called a trigger, to a subset of training
examples from one or more source classes while also flip-
ping their training labels to that of a target class. Superim-
posing a trigger means it is placed on top of the utterance,
usually starting at the same time, as shown in Figure 1. The
attacker expects that a model trained with such data will learn
to link the trigger to the target class disregarding the bona fide
speech [23].

Fig. 1. Schematic of the poisoning of a dataset by the super-
imposition of a trigger.

Our proposed defense aims to detect and remove the poi-
soned examples from the training set. It, therefore, falls in the
category of filtering defenses. In other words, it essentially
identifies and discards the untrustworthy audio-labels pairs
in the train set. Since the labels are untrustworthy, we were
motivated to use unsupervised representations, i.e., a model
trained to extract embeddings without using any labels. Re-
cently, several techniques have been developed to extract

979-8-3503-0689-7/23/$31.00 ©2023 IEEE

20
23

 IE
EE

 A
ut

om
at

ic
 S

pe
ec

h 
R

ec
og

ni
tio

n 
an

d 
U

nd
er

st
an

di
ng

 W
or

ks
ho

p 
(A

SR
U

) |
 9

79
-8

-3
50

3-
06

89
-7

/2
3/

$3
1.

00
 ©

20
23

 IE
EE

 | 
D

O
I: 

10
.1

10
9/

A
SR

U
57

96
4.

20
23

.1
03

89
65

0

Authorized licensed use limited to: Brno University of Technology. Downloaded on February 14,2024 at 12:50:33 UTC from IEEE Xplore.  Restrictions apply. 



information from a vast amount of unlabeled data. For exam-
ple, unsupervised systems [24, 25, 26, 27] and self-supervised
systems, such as BERT [28], wav2vec [29], DINO [30, 31].
To develop our defense, we opted for DINO [30], a non-
contrastive self-supervised learning technique that converges
without labels. DINO uses a distillation technique between
two jointly trained models, a teacher and a student, giving
them different extracts from a common piece of data, then
updating the student weights by comparison to the teacher
predictions. We use the speech version of DINO [31], which
learns speaker representations from full utterances, to learn
representations of 1-second speech commands utterances.
These unsupervised representations are then clustered using
K-means. For each cluster, examples whose labels form a
majority are retained, and the rest are filtered out. Multi-
ple variations of this filtering are measured against an initial
threat model. Then, the best one is evaluated against a wide
variety of threat models.

This work is framed in the DARPA-GARD (Defense Ad-
vanced Research Projects Agency - Guaranteeing AI Robust-
ness Against Deception) program1, which fosters research on
adversarial and poisoning attacks in images, video, and audio
modalities. The program provides a wide set of benchmark
tasks, and baseline defenses through the Armory toolkit2. The
poisoning attack on speech commands task is one of them.
The major contributions of this work are:

• A defense method against dirty label poisoning attacks
for a speech classification task based on DINO self-
supervised representations.

• Extensive evaluations of the proposed method on dif-
ferent attacks show that it obtains significant improve-
ments in a wide variety of attack variants.

The rest of the paper is organized as follows: we describe
the threat model in Section 2 and the proposed defense in Sec-
tion 3. The experimental setup, including the dataset used,
the victim model, and the experiments executed is detailed in
Section 4. The results and conclusions are in Sections 5 and
6.

2. THREAT MODEL
The threat model considered here is a dirty-label poisoning
attack, which can be described in three steps:

1. The attacker takes a fraction, i.e., a subset of training
data from a source class S.

2. For each utterance from Step 1, the attacker superim-
poses a trigger audio. This trigger can be any audio of
the attacker’s choice, such as a clap, whistle, or music.
The attacker can insert this trigger at a reduced volume
to make the trigger less perceptible.

1https://www.darpa.mil/program/
guaranteeing-ai-robustness-against-deception

2https://github.com/twosixlabs/armory

3. The attacker changes the labels of the poisoned utter-
ances to a target class T of his/her choice.

Once a benign set has been through those operations, it is
now considered poisoned and is referred to as a poisoned set.

3. DINO FILTERING DEFENSE
3.1. Defense scheme

The defense we propose involves an unsupervised filtering
process on the poisoned training set, consisting of four steps:

1. Train a DINO model [31] on the poisoned training set.

2. Compute unsupervised representations for the training
utterances using the DINO model.

3. Cluster the representations using K-means [32] with
enough clusters to have one majority class per cluster.

4. Filter out the samples from classes that are a minority
in their cluster.

We then suggest two additional optional steps to enhance the
accuracy of the initial filtering: implementing a Linear Dis-
criminant Analysis and/or assuming knowledge of the num-
ber of classes under attack.

Fig. 2. Schematic explaining the filtering of the poisoned
representations using clustering. Optional steps, such as the
LDA+second filtering and removing only one class are repre-
sented in dashed lines.

3.2. DINO for speech commands

Cho et al. [31] adapts DIstillation with NO labels (DINO) [30],
a self-supervised learning method, for extracting unsuper-
vised utterance-level information from speech. DINO con-
sists of twin teacher and student networks. The teacher gets
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a long (4 sec) audio chunk, and the student gets a short (2
sec) chunk from the same utterance as the teacher. Both
chunks experience different noise [33] and reverberation [34]
augmentations. The student is optimized to minimize the
KL divergence between the student and teacher predictions.
Meanwhile, the teacher weights are updated as a running av-
erage of the student’s weights. The method assumes that the
teacher will always produce better predictions than the stu-
dent since they are based on longer chunks, and the running
average will produce better teacher weights.

DINO is trained using segments of 1 second instead of
segments of 4 and 2 seconds [31] as the full segment for every
utterance in the Speech Commands dataset [35] is a maximum
of 1 second). Once trained on the poisoned train set for 70
epochs using a toolkit that will be revealed on the camera-
ready paper, we extract representations for the training set.

3.3. Majority filtering using K-means clustering

After extracting representations Rpoison, a K-means [32]
clustering is used to obtain a number K P N‹ of clusters.
We assign a label to each cluster by majority voting of the
labels of the utterances assigned to it. The utterances from a
different class than the cluster’s label were assumed poisoned
and discarded. This process is illustrated with a schematic in
Figure 2.

3.4. Linear Discriminant Analysis

Additionally, we can train Linear Discriminant Analysis [36]
on the filtered data and project the original poisoned train set
into a more discriminant space. Then, we can cluster the pro-
jected representations, to obtain more accurate filtering.

4. EXPERIMENTAL SET-UP
4.1. Dataset

We use Google’s Speech Commands dataset [35], consisting
of 1 sec long utterances, distributed across 12 classes and pre-
sented in the table 1.

The benign train set contains 85,511 utterances, 63.2%
being part of class 11. The benign test set contains 4980 ut-
terances distributed equally between classes. The poisoned
train set for a given attack is computed using the process de-
scribed in Section 2. The poisoned test set always poisons
100% of the source class pSq while keeping benign data for
the rest of the classes, meaning 1/12th of the entire test set is
poisoned.

4.2. Victim model

The attacked system is a ResNet50 [37] classifier („24M pa-
rameters) trained to classify the spectrograms computed from
the 1-second utterances between 12 classes using the Adam
optimizer [38] and a sparse categorical cross-entropy loss.
The set-up is implemented using the Armory toolkit3. Train-

3https://github.com/twosixlabs/armory

label command word train utt. test utt.

0 ‘down’ 3134 406
1 ‘go’ 3106 402
2 ‘left’ 3577 412
3 ‘no’ 3130 405
4 ‘off’ 2970 402
5 ‘on’ 3086 396
6 ‘right’ 3019 396
7 ‘stop’ 3111 411
8 ‘up’ 2948 425
9 ‘yes’ 3228 419

10 silence & background noises 668 408
11 various unknown words 53534 408

total 85511 4980

Table 1. Table presenting Google’s Speech Commands
dataset [35].

ing an undefended attacked system, training a second system
with a filtered dataset, and evaluating both models with be-
nign and poisoned test sets take about an hour on a GTX1080
GPU card. After convergence, the classification accuracy of
the non-attacked system on the benign test set is 94.56%.

4.3. Baseline attack

Our baseline attack follows DARPA-GARD’s evaluation pro-
tocol for audio poisoning attacks. The target class is T “ 2
(the word “left”), and the source is 10% of utterances of the
class S “ 11 (the class containing diverse words). The trigger
is a clapping sound at 10% of its volume, placed at the start
of the utterance. Since the source class consists of 25 words,
by launching such an attack, the attacker gains the capability
to implant a trigger into different words, causing the system
to incorrectly categorize them as belonging to the “left” class.
We compare different defenses using this attack in Table 2.

4.4. Metrics

The attacker has two main goals: First, high attack success
rate, i.e., the model trained on poisoned data (backdoored
model) will predict a test utterance from S as target class T
when the trigger is superimposed on it. Second, high stan-
dard accuracy in the absence of a trigger, i.e., the backdoored
model should behave like a normal model [23] for unpoisoned
test utterances. Thus, we measure the performance of the at-
tack with two metrics:

1. The attack success rate (ASR): percentage of utterances
from the source class misclassified as the target class.

2. The classification accuracy (CA): the number of utter-
ances from the poisoned test set correctly classified, di-
vided by the total number of utterances.

We evaluate the performance of a filtering defense by:
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• Its ability to make the ASR drop and the CA rise.

• Its ability to filter out benign utterances (benign data
removed [%]), lower percentage is better

• Its ability to filter out poisoned utterances (poisoned
data removed [%]); higher percentage is better

4.5. Proposed defense vs prior methods
We compare the performances of the proposed defense
against four baseline defenses: a perfect filter, a random
filter, an activation clustering defense [20] and a spectral
signature defense [21].

Perfect filter defense removes all poisoned data but no be-
nign data assuming an ideal filter is available. Please note
that this is done by knowing the ground truth poisoned labels,
so it is not practically possible. On the other hand, random
filter defense removes 30% of the data randomly. These se-
lected random samples may or may not be poisoned. The ac-
tivation clustering defense applies a clustering to the activa-
tions of the last layer of the poisoned model, showing a differ-
ent distribution between the poisoned samples and the benign
ones. The spectral signature defense also learns representa-
tions from the poisoned data, but uses the singular value de-
composition of the covariance matrix of these representations
to score them and remove the poisoned ones. Both previous
defenses proved effective against patch poisoning attacks on
images and were implemented in the framework used to eval-
uate our defense. However, if patch attacks replace one or
a few pixels on an image, in the audio domain we add the
noise on top of the utterance. This might explain why they
are failing to defend against low-volume triggers, but keep
some efficiency for higher-volumes. The results are shown in
Table 2.

Table 2. Table of the different defenses against the baseline
threat model. The Attack Success Rate (ASR), Classification
Accuracy (Acc), and percentage of poisoned data and benign
data filtered are shown for the different defenses. The lower
part shows variations of our defense, presented in section 3.

Defense ASR [%] Acc [%] Data removed [%]
Ó Ò poisonedÒ benignÓ

Undefended 99.75 86.91 0 0

Perfect 0.25 94.89 100 0
Random 30% 99.51 86.03 29.78 30.04
Activation [20] 99.26 85.28 4.23 24.39
Spectral [21] 99.51 70.84 70.27 43.29

DINO+K-means 1.72 93.64 99.57 7.42
+ LDA 0.25 91.37 99.72 5.50

+ 1 class filtered 5.15 94.93 99.72 0.26

4.6. Performance of our defense against the baseline

Our proposed defense is described in the section 3, using K “

1000 clusters for k-means, applying an LDA, then using a
second clustering on the LDA-projected representations with
the same K.

4.6.1. Effect of the LDA (Ablation study)

To show the impact of the LDA on the proposed defense, we
compare its performances to the same method without LDA
nor second clustering. The results are shown in Table 2.

4.6.2. Effect of the number of target classes

If all the attacks studied contain only one targeted class, the
defenses proposed are not aware of the number of classes tar-
geted, and thus filter suspicious utterances from all classes.
Figure 3 shows the distribution of the removed utterances us-
ing our proposed defense against the base attack. As shown
in Figure 3, a significant proportion of the filtered utterances
(66%) are from the same class. When considering a scenario
where two classes are targeted, we also observe in Figure 3
that only the two classes attacked have a high percentage of
removed samples. In this situation, we can suppose only one
class was targeted, class 2, and remove only the samples la-
belled as class 2 in the poisoned train set. The results of this
more selective filtering are shown in Tables 2 and 3.

Fig. 3. Bar plot of the number of filtered utterances by poi-
soned class label, for our proposed defense against the base
threat model and against a threat model with 2 classes at-
tacked. The higher bar corresponds to the targeted class (2),
and the second higher bar is the majority class of the dataset
(11), which contains 62.6% of the utterances of the train set.
The blue bar is the total number of utterances in the poisoned
train set using their poisoned labels, and the orange bar is the
number of removed samples from our proposed defense.

4.6.3. Effect of the number of clusters

To show the impact of the number of clusters used in K-
means, we computed our filtering using between 12 and
10,000 clusters. The results are shown in Figure 4.
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Fig. 4. Graph of the percentage of poisoned and benign data
removed for a given number of clusters, from 12 to 10 000.
Both percentages go down with the number of clusters used.

4.6.4. Effect of the filtering on the attack success

To better understand the impact of better or worse filtering on
the classification system, we propose to measure the attack
success rate and the classification accuracy on various oracle
filters, letting only 2N , N P rr0, 13ss poisoned samples remain
after filtering. The results are shown in Figure 5.

4.7. Performance of our defense against various attacks

In order to examine the boundaries of the suggested defense
mechanism, we assess its efficacy against a range of modified
versions of the initial attack. By scrutinizing the effects of
the trigger’s characteristics, as well as the source and target
classes, we aim to provide a comprehensive evaluation of the
proposed defense approach. All the variations of attack are
presented in Table 3. We changed the source and the target
classes (lines 2-4), the volume (lines 5-6), position (line 7),
length (line 8), and nature (lines 8-10) of the trigger (piece
of music, a whistle, and a bark sound).We also show how
our proposed method impacts a system that is under an attack
targeting two classes with the same trigger (line 11) and a
system not under attack (line 12).

5. RESULTS AND DISCUSSION

This section presents the results obtained by different de-
fenses against the baseline attack, followed by the results of
our proposed defense against different attacks.

5.1. Proposed defense vs prior methods

The results of Table 2 show that the proposed defense out-
performs the baseline defenses considered. Those defenses
have proven to be efficient for a lower proportion of poisoned
samples but seem to reach their limits in this scenario.

Fig. 5. Attack success rate and classification accuracy of the
baseline threat model (5407 samples are poisoned) using dif-
ferent filterings, removing all but a fixed amount of poisoned
samples.

5.2. Performance of our defense against the baseline

In this section, we comment on the variations of our proposed
defense and the behavior of comparable defenses against the
same base threat model.

5.2.1. Effect of the LDA (Ablation study)

The results from the last two lines of Table 2 indicate that
while the LDA has little effect on the percentage of removed
poisoned data, the percentage of removed benign data de-
creases from 7.42% to 5.50%. Based on this finding, we de-
cided to use only the LDA and the second filtering method for
all of our future experiments.

5.2.2. Effect of the number of target classes

The results presented in Table 3 show that the removed benign
data drop more than ten-fold, causing an average improve-
ment of 3.40% on the classification accuracy when removing
only the most probable class.

However, as seen in line 3, when the source class is small
enough, there are so few poison samples that another class can
be filtered out, leaving all poisoned samples in the training set.

5.2.3. Effect of the number of clusters

As shown in Figure 4, using too few clusters may remove a
higher percentage of poisoned data, but at the price of los-
ing a higher part of benign data, the opposite being true for
a high number of clusters. However, a plateau can be seen
around 1000 clusters (99.78% of poisoned data removed for
only 7.42% of benign data).
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Table 3. Results for different threat models considered against the proposed defense. The attacks are described by their source
S and targeted T classes, trigger, volume, and position of the trigger. The Attack Success Rate (ASR), Classification Accuracy,
and percentage of poisoned data and benign data filtered for the proposed defense, and no defense are shown. Line 1 is the
baseline threat model, and the modifications relative to this line are indicated by bold. Start, random, and full positions mean
respectively that the trigger was superimposed to start at the beginning of the utterance, at a random time during the utterance,
or that it covered the full utterance. The columns All are describing when utterances of all classes can be removed, while the
columns 1cl. are when only one class is removed. : When there are two target classes, the test ASR and Acc. are the average
of the two classes, and 2 classes are removed.

Attack Considered Undefended Proposed Defense
S Ñ T Trigger Performances [%] Performances [%] Data removed [%]
Class Type Vol. Position ASRÓ AccÒ ASRÓ AccÒ poisonÒ benignÓ

All 1cl. All 1cl. All 1cl.

1 11Ñ2

clap 10% start

99.75 86.91 0.25 5.15 91.37 94.93 99.72 5.50 0.26
2 11Ñ5 99.51 87.55 7.60 36.03 92.49 97.55 99.80 6.08 0.46
3 3Ñ2 99.51 87.53 0.25 97.53 93.60 93.60 99.68 5.37 1.47
4 3Ñ5 100.0 86.83 0.00 0.25 92.84 94.74 100.0 5.31 0.41

5

11Ñ2

clap 50% start 100.0 86.85 99.51 100.00 82.86 95.77 0.02 5.83 1.45
6 clap 2% start 100.0 86.48 0.49 0.00 93.21 92.37 99.82 5.83 0.32
7 clap 10% random 97.30 86.56 0.25 0.25 93.17 95.13 99.85 5.72 0.30
8 music 10% full 98.28 86.64 20.83 31.62 90.70 94.79 98.61 5.71 0.30
9 whistle 10% start 99.02 86.52 1.23 1.47 92.49 95.40 99.82 5.72 0.31
10 bark 10% start 99.75 85.21 22.06 25.25 88.83 95.15 97.56 7.98 0.25

11 11Ñ2&5: clap 10% start 99.63 87.23 0.37 0.12 98.28 94.71 99.70 5.27 0.70

12 no poison - 0% - 0 94.56 - - 93.76 94.52 - 5.45 1.39

5.2.4. Effect of the filtering on the attack success

Figure 5 shows the vulnerability of the victim model, as a few
dozens of poisoned examples are enough to make the attack
success rate spike. However, the classification accuracy stays
stable, being at 94.71%˘0.57%.

Additionally, cross-validation on 10 filtering, each re-
moving 99.0% of the poisoned data (all but 54 samples) gives
a standard deviation of the attack success rate of 5.80% and
a standard deviation of the classification accuracy of 0.57%,
showing the relative stability of the system facing a low
amount of poisoned examples.

5.3. Performance of our defense against various attacks
This subsection examines how our proposed defense (remov-
ing all classes or only one) performs against various threat
models. According to Table 3, it can be observed that the fil-
tering process does not eliminate more than 8% of benign data
in any scenario, while in the majority of cases, it removes over
98% of poisoned data. The proposed defense is not affected
by the choice of source or target classes, nor by the position
or the length of the trigger sound. Noises such as a clap, a
whistle, a bark, or music are effectively filtered out. When
considering the additional hypothesis that only one class is
attacked, in most scenario we fall under the 0.5% of benign
data removed, which minimize the impact of the filtering on
the classifier training.

6. CONCLUSION

We propose an unsupervised filtering defense method against
dirty-label poisoning attacks, which we compare to multiple
baseline defenses, and evaluate against a diverse set of threat
models. The proposed defense approach exhibits a lower per-
centage of removed benign data and a higher percentage of
removed poisoned data when compared to the compared base-
line defenses.

The proposed defense proves to be highly effective
against the majority of the considered threat models, with
the removal of up to 100% of the poisoned samples (typically
over 97%), and the removal of no more than 8% of benign
samples. Additionally, the attack success rate is below 10%
in most scenarios. However, we have identified that the de-
fense approach is susceptible to larger volume triggers. While
considering only one class attacked, a fairly standard attack,
the percentage of benign samples removed dropped below
0.5% for most attacks, which highly mitigates the impact of
the filtering on the classification accuracy, with an average
improvement of 3.40%.

In future research, we will explore methods to overcome
these limitations, such as training victim models that are more
resistant to low levels of poisoning and using directly the ex-
tracted signatures for classification.
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